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Numerical Analysis of Nozzle 
and Afterbody Flow of 
Hypersonic Transport Systems 
Using an implicit Finite-Volume Navier-Stokes code, the flow field in a Single Expan
sion Ramp Nozzle (SERN)for a hypersonic aircraft is studied. Comparisons between 
experimental data and CFD calculations for certain components of the integrated 
exhaust system (cold two-dimensional nozzle flow, high temperature reacting three-
dimensional combustion chamber flow, and two-dimensional nozzle flow with external 
flow) are presented. To show the sensitivity of the considered components to off-
design operating conditions, comprehensive numerical studies have been carried out. 
For the determination of nozzle performance a detailed two-dimensional analysis 
from transonic to hypersonic flight Mach numbers has been performed. A direct 
optimization method has been used to investigate the influence of the lower nozzle 
flap shape on the thrust vector. 

Introduction 
The exhaust nozzle for hypersonic aircraft is an important 

part of the propulsion system. Throughout a flight mission from 
low subsonic (M » 0) to hypersonic speeds (M « 7) the nozzle 
system has to work over a wide range of different operating 
conditions. The nozzle pressure ratio for example varies from 
3 at take-off to about 800 at the maximum flight Mach number. 
To achieve high installed performance over this range of pres
sure ratios, a geometric highly flexible, yet highly integrated 
exhaust nozzle system is required. The two-dimensional Single 
Expansion Ramp Nozzle (SERN) is considered to be most 
suitable for hypersonic application and was the chosen baseline 
exhaust system within the German Hypersonic Technology Pro
gram. It is characteristic for this type of nozzle that the rear 
part of the aircraft acts as a nozzle wall (see Fig. 1). 

At higher flight Mach numbers the nozzle performance be
comes more and more important as a 1 percent reduction in 
nozzle thrust coefficient will result in a loss of net installed 
thrust of about 4 percent (Lederer and Hertel, 1993). 

In the transonic flight range the situation is different. Large 
changes in thrust vector are associated with the concept of 
asymmetric thrust nozzles, which were designed for high Mach 
number operation. As an example, Fig. 2 shows the typical 
variation of the axial thrust coefficient cfsJC over the flight Mach 
number. This considerably influences the flyability and stability 
of the whole aircraft in the transonic flight Mach number region 
(Herrmann and Rick, 1991; Lederer and Hertel, 1993; Bauer et 
al., 1993). 

To predict the performance and the behavior of the SERN 
nozzle accurately throughout the whole flight range, the internal 
high-temperature reacting nozzle flow and the complex interac
tion between nozzle flow and external flow field (see Fig. 3) 
have to be described properly by CFD methods. Since most of 
the phenomena shown in Fig. 3 are still difficult to describe 
numerically, the way chosen here was to subdivide the nozzle/ 
afterbody configuration into separate components: (1) nozzle, 
(2) combustion chamber, and (3) nozzle, flap and external flow. 
These components "were experimentally investigated in great 
detail and serve as "benchmark experiments" for the CFD 
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methods. The advantage of this approach is that the experimen
tal and numerical analysis can be carried out under well-defined 
(boundary) conditions, enabling the validation of the numerical 
methods and the model assumptions (e.g., turbulence, combus
tion) in the CFD code. Besides this, it is possible to study the 
influence of changes in operating conditions on the performance 
parameters of the engine components. 

Numerical Method 
The Navier-Stokes equations, describing three-dimensional, 

steady, and compressible flows in conservation form, are solved 
by means of a finite volume approach using a fully implicit 
time-stepping method with multigrid acceleration (TASCflow/ 
ASC, 1992). 

The discretization of the convective terms is based on a skew 
upwind evaluation of the cell face fluxes together with a physi
cally based correction term (Physical Advection Correction), 
which makes the method second-order accurate. The transient 
terms are approximated by first-order backward differences. 

To facilitate the computation and to guarantee that the solu
tion method is strongly conservative, a single-cell colocated 
grid with Cartesian velocity components is used. To prevent 
odd-even decoupling it is ensured that the velocities depend on 
the local pressure differences. The method used is similar to 
the methods of Chi and Hsu and is based on a similarity to 
the local finite volume momentum equations (TASCflow/ASC, 
1992). 

To account for intervariable coupling (e.g., pressure/veloc
ity, pressure/density) a fully coupled solution algorithm is used 
for mass and momentum equations. The coupled algebraic linear 
system of equations is solved by a multigrid method running a 
W-cycle. As base solver coupled vectorized Incomplete Lower 
Upper (ILU) factorization is used. 

Two turbulence models are available in the code. The first 
model is the standard two-equation k- e turbulence model with 
log-law wall functions. The second model is a two-layer turbu
lence model, which combines the high Reynolds k- e model in 
the fully turbulent outer region with a low-Reynolds one-equa
tion model in the viscous region near the wall. 

Two-Dimensional Nozzle Flow, Cold 
The main component of the investigated exhaust system is 

formed by a plane asymmetric nozzle. 
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Nozzle 

Fig. 1 Hypersonic aircraft (scheme) 
Fig. 4 Grid (112 x 51 control volumes) 

0.88 

Fig. 2 Axial thrust coefficient 

Tests on a subscale model of this nozzle were performed at 
the DLR/SMAT (Cologne/Germany) for cold (T0 = 293 K) 
and hot (T0 = 800 K) flows (Stursberg, 1993). Parallel to the 
experiment comprehensive numerical studies were carried out 

(Esch, 1992). Figure 4 shows an example of one of the grids 
used for the computation. Clearly visible are the lower flat wall 
and the upper curved wall, where the grid is refined to resolve 
the large gradients of velocity and temperature within the 
boundary layer. 

Besides the comparison between experimental and numerical 
data, grid dependence and various other sensitivity studies were 
carried out (Esch, 1992). As an example for a comparison 
between experiment and calculation Fig. 5 shows the local pres
sure ratio p0/pw along the lower and upper nozzle walls. The 
agreement is good except for a small region along the lower 
wall, where the weak shock, which emanates from the change 
in curvature right after the nozzle throat, hits the lower flat wall 
and influences the flow field more than predicted by CFD. 

In addition to local flow field values integral nozzle perfor
mance parameters were also compared, such as mass flow ratio 
H, thrust coefficient cf, and the thrust vector angle A. 

In Table 1 the performance parameters predicted by theory 
and those based on experimental data are shown. For the consid
ered operating point the agreement is good. 

250 

Expansion Field at 
Flap Trailing Edge 

High Temperature 
Reacting Nozzle Flow 

ANN. 

Internal Shock 

Shear Layer 

Plume Shock 

Expansion Field 
along Flap 

External Flow 

Fig. 3 Scheme of flow field structures in the nozzle/afterbody region 
Fig. 5 Comparison between experimental and numerical p0lpw distribu

tions in the nozzle at design conditions (Table 1) 

Nomenclature 

A = area, m 
F = thrust vector, N 

M = Mach number 
T = temperature, K 
V = speed, m/s 
cp = pressure coefficient = (p - p„)lq„ 
cf = thrust coefficient = F/(p0A*) 
cfg = gross thrust efficiency = FgIFid 
p = pressure, Pa 

q = dynamic pressure, Pa 
x, y, z = Cartesian coordinates (aircraft/ 

model fixed), m 
A = thrust vector angle = arctan 

(FJFX), deg 
II = pressure ratio = pjp<» 
a = angle of attack, deg 
// = mass flow ratio = mjmid:„ 

Subscripts 

x,y 

e = exit 
n = nozzle 
g = gross 
id - ideal 
w = wall 
, z = direction of Cartesian 

coordinates 
0 = stagnation conditions 
oo = free stream 
* = nozzle throat 
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Table 1 Integral performance parameters, com
parison experiment—CFD 

Experiment Numerics 
Cfx 

A 
1* 

H 

H 

1.56 
9.5 

0.991 

1.55 
10.76 
0.993 

Reservoir: To = 293K,p0=10bar, II = 198 
Experimental data: Detsch, 1993 

One advantage of theoretical calculation is that changes in 
geometry and internal/external flow field parameters can often 
be done more easily than in the experiment. CFD can therefore 
be used to simulate distinct off-design conditions and to give 
important information about the sensitivity of a system to devia
tion from the design point. As an example, Fig. 6 shows the 
dependence of the thrust vector angle A on the pressure ratio 
n = p0/pe. For pressure ratios II larger than approximately 70 
nearly no influence of changes in the exit pressure p„ is visible. 
Between II « 20 and n » 70 the thrust vector is turned down
ward by more than 140 percent. The reason for this behavior 
is that the first shocks inside the nozzle are located at the lower 
side, because of the different pressure levels between lower and 
upper nozzle wall. Across the oblique shock the flow Mach 
number decreases whereas the static pressure increases, which 
leads to a downward acting force. The increase in thrust vector 
angle is stopped, when the first shocks appear at the upper 
nozzle wall (11 s 20). 

Three-Dimensional Combustion Chamber Flow 
In order to analyze the flow in a hydrogen combustion cham

ber for a hypersonic ramjet engine, the flow code used for the 
nozzle configurations is now applied in three dimensions to
gether with an Eddy-Break-Up model for the chemical reac
tions. 

The cylindrical combustion chamber has an injection device 
with 6 arms equally spaced on the circumference. Each of these 
arms injects hydrogen through a number of small holes in the 
axial direction of the combustion chamber. Further downstream 
the cross section changes from circular to rectangular and the 
combustion chamber is followed by a SERN nozzle, Fig, 7. 

This configuration meets the basic features of a proposed 
hypersonic propulsion system and is extensively tested, with 
different laser methods, at the DLR ramjet test facility in Co
logne (Schodl, 1993). 

Modeling the complete combustion chamber, at a resolution 
fine enough to resolve the local flow phenomena in the injection 
zone, would have resulted in a computer model far too large 
for the computers available. So the combustion chamber was 

Fig. 7 Scheme of combustion chamber and nozzle 

split into two models: one for the injection zone and one for 
the transition duct. 

In order to exploit the high degree of symmetry of the injec
tion device, a 30 deg sector model, around one half of one 
of the injection rods, was generated, containing about 60,000 
computational cells, Fig. 8. The model for the transition duct 
assumes a symmetry plane in the middle of the duct and there
fore only half of the cross section is discretized with about 
80,000 cells. 

The results from the injection zone are mapped to the inlet 
of the transition duct and the results at the end of the duct are 
compared to the measurements. 

Because of the alignment of the injection holes with the main 
flow direction, the combustion process takes place in stratified 
zones, which extend down to the rectangular exit plane of the 
transition duct. 

Up to now only velocity measurements (L2F) were available 
for comparison. Figure 9 shows the calculated and measured 
velocity profiles at the exit plane. The absolute speed corre
sponds within about 10 percent and the form of the profiles also 
agrees fairly well. 

Because the flow field depends strongly on the chemical reac
tions in the combustion chamber, the agreement found is quite 
encouraging. 

The next steps, besides the comparison with further experi
mental results, will be the extension of the computational model, 
including the nozzle flow, in order to validate the reaction model 
in an accelerating flow, and to gain insight into the performance 
of the complete propulsion system, including chemical reac
tions. 

Two-Dimensional Nozzle/Afterbody Model 
The performance of the exhaust system of a hypersonic air

craft is described by the thrust nozzle performance and also 

Fig. 6 Thrust vector angle as function of pressure ratio n 
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Experiment: 

Calculation: 
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Fig. 9 Velocity profiles at the combustion chamber exit plane 
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Fig. 11 Gross thrust coefficient as function of flight Mach number and 
pressure ratio 

strongly influenced by the integration of the nozzle into the 
airframe. 

The nozzle/afterbody configuration can be thought of as be
ing a combination of the components: nozzle and airframe (i.e., 
expansion ramp and lower flap). Both components strongly 
influence each other: 

• over-/underexpanded nozzle flow may change the flow 
fields along the lower flap and the expansion ramp (flow 
separation, shocks) 

• the pressure distributions along flap and ramp (especially for 
the transonic flight Mach numbers) may lead to significant 
changes in size and direction of the thrust vector (see 
Fig. 11). 

To study the interference between the main nozzle flow and 
the ambient flow a generic windtunnel model (Fig. 10) was 
built and tested in the Trisonic Windtunnel (TMK) and the 
Hypersonic Windtunnel (H2K) at the DLR in Cologne (Niez-
godka, 1993). Figures 12 and 13 show comparisons between 
calculated and measured wall pressure distributions along the 
upper nozzle wall plus expansion ramp (Fig. 12) and along the 
lower flap (Fig. 13) for different flight Mach numbers, angles 
of attack, and pressure ratios (Esch, 1993a). To simplify the 
calculations only cold main nozzle flows were considered. The 

— • — Experiment, Mi = 1.75, 6',PI=15 

• * d F " * ' ^ ^ — • 

4°, Pl=51 CFD, Ma=4.5, 4°, Pl=51 

5^ ' 5^ ' 5^ ' 
| i ̂ .:i!:i.*::K::?i""* | i ̂ .:i!:i.*::K::?i""* 

: _ ^ * ^ i "•* 

— j j j 
0.02 0.04 0.06 0.08 0.10 0.12 0.14 

x[m] 

Fig. 12 Local pressure coefficient cp, along expansion ramp 

agreement among the data is fairly good, except for the pressure 
distribution along the nozzle flap at low Mach numbers. The 
flow separation along the flap, as predicted by CFD, cannot be 
seen in the experimental data, though Schlieren photographs 
show its existence and suggest that the region with separated 
flow is slightly larger than calculated. The discrepancies along 
the lower side of the windtunnel model (x > 0.12 m) are mainly 
due to disturbances of the flow field by the nose shock of the 
model, which is reflected at the windtunnel walls and the model 
itself. To avoid those undesired influences on the measurement 
in the transonic flight range, further experiments will be carried 

Expansion Ramp 

Nozzle / J * * ^ 

FlapL 

Fig. 10 CFD/windtunnel model 
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Fig. 13 Local pressure coefficient cp, along flap 
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Fig. 14 Optimization of lower nozzle flap 

out in the near future at larger test facilities (TWG, DLR G6t-
tingen). 

To study the effects of different parameters on the perfor
mance of the exhaust system and to describe the gross thrust 
vector behavior realistically over a flight mission from transonic 
to hypersonic Mach numbers, the numerical flow field analysis 
was carried out over a wide range of different operating condi
tions: Mach: 1.6-6.0, n = 3-800, and a = 0 -8 deg. 

As an example, Fig. 11 shows the change in thrust coefficient 
cfgiX as a function of flight Mach number and pressure ratio n 
= Po/poo for the windtunnel model. Associated with the concept 
of single expansion ramp nozzles are large thrust vector varia
tions (magnitude and direction) at transonic Mach numbers, 
which are caused by expansion losses of the nozzle and increas
ing external drag of the nozzle flap. This behavior is independent 
of the chosen pressure ratio IT, though increasing n compen
sates, up to a certain amount, the losses caused by the low 
local pressure distribution along the flap. For high flight Mach 
numbers the influence of the flap on the installed performance 
gradually vanishes. 

Optimizing the Lower Nozzle Flap. Splitting the thrust 
coefficient c/g into a component provided by the nozzle and a 
component provided by the flap shows that the losses due to 
the nozzle integration are mainly caused by the lower flap, Fig. 
11. The same holds true for the changes in the thrust vector 
angle. 

The question that arises is: Can the thrust vector be influenced 
by modifying the lower flap? If so, how would a flap look, 
which for a given flap overall size produces minimum drag or 
minimum changes in thrust vector angle? 

To answer this question an optimization method was coupled 
with the CFD code and was used to find the required flap 
contours (Esch, 1993b). The nozzle/afterbody configuration 
used for the windtunnel test was chosen as reference geometry 
for all optimization calculations. 

Figure 14 shows the results of optimization runs using the 
thrust coefficient chJt as "target function." The upper solid line 
represents the results for the optimized geometry, the dashed 
line shows the data for the reference geometry. 

In the region of transonic flight Mach numbers, improvements 
in the x component of gross thrust of around +3 percent (com
pared to the reference geometry) were possible, whereas for 
higher Mach numbers only small changes in cfgiX could be 
achieved (+0.5 percent at M = 4.5). First calculations have 
shown that much larger changes in the thrust vector angle will 
be possible (RS +18 percent at M = 1.64, n = 14), however, 
at the price of increased base drag. 

The resultant flap shape and the data given in Fig. 14 strongly 
dependent on the used target function (x component of thrust, 
thrust vector angle, or any combination of both), the basic 
geometry, the operating conditions, and of course the (geomet
ric ) boundary conditions chosen for the optimization. 

Nevertheless it can be seen that optimization, even in early 
stages of development, is a useful tool, which gives a lot of 
information on possible performance improvements or sensitivi
ties of the nozzle/afterbody configuration. 

Conclusions 

Within this study CFD methods have been successfully used 
to calculate the flow fields in (1) an asymmetric nozzle, (2) a 
combustion chamber, and (3) a nozzle /afterbody configuration 
of an integrated hypersonic aircraft engine. 

The main interest of the analysis was to describe properly 
the performance of the propulsion system throughout the whole 
flight mission range from M = 1.6 to M » 7. 

Validation of the numerical methods and the physical models 
was performed by recalculating a set of well-defined experi
ments (Stursberg, 1993; Niezgodka, 1993) and, whenever pos
sible, comparing local and global experimental and numerical 
results. 

The agreement between measurements and calculations was 
quite good in nearly all the test cases. For sensitivity studies 
CFD calculations were carried out not only at the design point 
but also for off-design conditions. 

The application of an optimization routine together with CFD 
calculations can give useful information on possible perfor
mance improvements. This was shown at the example of the 
nozzle /afterbody configuration used for the windtunnel tests. 
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Experimental Studies on 
Methane-Fuel Laboratory Scale 
Ram Combustor 
The laboratory scale ram combustor test program has been investigating fundamental 
combustion characteristics of a ram combustor, which operates from Mach 2.5 to 5 for 
the super/hypersonic transport propulsion system. In our previous study, combustion 
efficiency had been found poor, less than 70 percent, due to a low inlet air temperature 
and a high velocity at Mach 3 condition. To improve the low combustion efficiency, 
a fuel zoning combustion concept was investigated by using a subscale combustor 
model first. Combustion efficiency more than 90 percent was achieved and the concept 
was found very effective. Then a laboratory scale ram combustor was fabricated and 
combustion tests were carried out mainly at the simulated condition of Mach 5. A 
vitiation technique was used to simulate a high temperature of 1263 K. The test 
results indicate that ignition, flame stability, and combustion efficiency were not 
significant, but the NOx emissions are a critical problem for the ram combustor at 
Mach 5 condition. 

Introduction 
The Super/Hypersonic Transport Propulsion System Re

search Project (HYPR Project) has been under way since 1989 
in Japan. The propulsion system is a combined-cycle engine 
(CCE), which consists of a turbojet engine for the lower speed 
range from take-off to Mach 3 and a ramjet engine for the 
higher speed range from Mach 2.5 to 5. The liquid methane or 
liquid natural gas containing high-purity methane was selected 
as its fuel. Although it is a challenge to use the novel fuel, it 
has many advantages. The fuel is superior to help deal with the 
high temperatures created by high-speed flight and it is available 
in large quantities. Also, it offers the possibility of reducing 
fuel costs. 

The ramjet engine for a commercial hypersonic transport will 
need to achieve low fuel consumption for superior economy 
and low emissions for environmental quality. However, there 
are many technical problems that must be overcome to develop 
the ram combustor. The operating conditions of the ram com
bustor, such as inlet air temperature, pressure, and velocity, 
change significantly during a flight mission (Watanabe et al., 
1993). For example, when relatively low-temperature air, T6 = 
603 K, flows into the combustor at a high speed, U6 = 98 m/ 
s, at Mach 3 condition, it is difficult to obtain reliable ignition, 
stable flame, high combustion efficiency, and low pressure loss. 
On the other hand, extremely high-temperature air, T6 = 1263 
K, flows into the combustor at a relatively low speed, U6 = 40 
m/s, at Mach 5 condition. Therefore, it becomes important to 
establish technologies on efficient cooling for the combustor 
liner and flameholder, and also on the reduction of NO, emis
sions. The objective of this study is to establish the combustion 
technology mentioned above and to obtain design data for the 
development of the ramjet engine combustor. 

Mullen and Fenn (1951) conducted experimental research on 
a ramjet combustor by using a small-scale V-gutter flameholder. 
Longwell et al. (1953) investigated fundamental flame stabiliza
tion characteristics on a V-gutter flameholder system. Gregory 
et al. (1971) examined the effects of inlet air temperature on 
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the flame stabilization, and also on combustion efficiency up to 
920 K on the afterburner system, and Branstetter and Reck 
(1973) examined the effect up to 1255 K. However, this re
search was carried out using JP fuel and there is little on a ram 
combustor that used methane as a fuel. 

Authors have been investigating combustion characteristics 
on the laboratory scale ram combustor (LSC) using natural gas 
as a fuel. In the early stage of our work, fundamental flame 
stabilization and combustion characteristic tests were conducted 
at the simulated conditions of flight Mach number 3. The results 
indicated that there were some difficulties on flame stabilization, 
but an acute problem was poor combustion efficiency about 70 
percent (Kinoshita et al., 1992). To settle this significant prob
lem a series of fundamental combustion tests on a fuel zoning 
combustion concept was conducted with a subscale ram com
bustor. A fuel zoning combustion concept means an idea of 
making active chemical reactions by creating a locally stoichio
metric premixture around the flameholder. The test results 
proved it to be valid for improving combustion efficiency. As 
a next step, a Laboratory Scale Ram Combustor (LSC) test was 
conducted with a rectangular ram combustor. The combustor 
was a subscale part model but its dimensions were near those 
of an actual ram combustor. A series of combustion tests was 
carried out at the simulated conditions of Mach 3 and 5. Useful 
data for the design of the Mach 5 ram combustor were obtained. 

This paper presents, first, the experiment and test results of 
the fundamental combustion test on a fuel zoning combustion 
concept, then the laboratory scale ram combustor test results. 

Experimental Apparatus and Measurements 

Fuel Zoning Combustion Tests. A subscale ram combus
tor was used to examine whether the fuel zoning combustion 
method was effective for improvement of combustion effi
ciency. A subscale ram combustor was much smaller than an 
actual combustor and it may be difficult to predict the actual 
combustor performance from its test results. However, it is 
considered proper to assess the feasibility and potential of the 
fuel zoning combustion concept. 

Combustor Description. A schematic of the subscale com
bustor is illustrated in Fig. 1. The combustor was 155 mm in 
diameter and 1500 mm in length. The combustor consisted of 

394 / Vol. 117, JULY 1995 Transactions of the ASME 

Copyright © 1995 by ASME
Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



V-gutter 
main fuel nozzles flame holder 

exit combustion 
total pressure gas sample 

Fig. 1 A schematic of a subscale combustor for a fuel zoning combus
tion concept 

three major parts: main fuel injection system, a flameholder, 
and a heat pipe. The combustor was cooled by water. 

The main fuel injection system was located 300 mm upstream 
of the flameholder. Sixteen fuel injectors were spaced circum-
ferentially around the injection plane. Two types of fuel nozzle, 
shown in Fig. 2, were used in this test. One was a premixing 
fuel nozzle and the other was a zoning fuel one. The premixing 
fuel nozzle placed twelve injection holes of 0.6 mm diameter 
at relatively long intervals on the body and was expected to 
achieve better mixing performance. On the other hand, the zon
ing fuel nozzle placed eight injection holes of 1 mm diameter 
at short intervals and this fuel nozzle was expected to make a 
locally fuel-rich mixture around the flameholder. To make the 
fuel zoning effective, the zoning fuel nozzle with a flow separa
tor was also investigated. Fuel was delivered perpendicularly 
to the air flow for both fuel injectors. 

The flameholder employed the configuration of an annular 
V-gutter with eight radial segment gutters as shown in Fig. 3. 
A pilot fuel nozzle was installed inside the gutter to perform 
reliable ignition and to sustain stable combustion. Eight injec
tion holes of 3 mm diameter were equispaced inside the annulus 
V-gutter. The blockage ratio of the flameholder was 35 percent 
and the dimensions of the annulus gutter were 20 mm in width, 
90 mm in center diameter, and 45 deg in gutter angle. 

Measurements. Combustion tests were conducted at the 
simulated conditions of Mach 3, namely T6 = 600 K, P6 = 0.14 
MPa, and U6 = 98 m/s. Combustion gas was sampled by a 
water-cooled gas sampling probe mounted on the exit plane of 
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Fig. 2 Main fuel injection system and a flameholder of the subscale 
combustor 

Fig. 3 A schematic of the flameholder of the subscale combustor 

the ram combustor and was cooled rapidly by the water. There
fore it is considered that proper quenching of the reaction oc
curred within the probe. Products of combustion were analyzed 
by a flame ionization detector for total unbumed hydrocarbon 
(THC), nondispersive infrared instruments for CO and C0 2 , a 
paramagnetic analyzer for 0 2 , and a chemiluminescence ana
lyzer for NO*. Combustion efficiency was calculated from mea
sured exhaust gas compositions. 

A flame stability test was carried out at the inlet temperature 
of 600 K, varying the inlet air velocity. The equivalence ratio 
of lean blowout was measured when the pilot flame was extin
guished by reducing the pilot fuel flow rate. The equivalence 
ratio of rich blowout was also measured when the main flame 
blowout by increasing the main fuel flow rate and the pilot fuel 
flow rate was kept constant, 4>p = 0.085, in this test. 

Laboratory Scale Ram Combustor Test. The laboratory 
scale ram combustor (LSC) used in this study was a rectangular 
model and a part of a practical scale ram combustor. The con
figurations of the flameholder and fuel injection system were 
originally drafted by SNECMA and designed by KHI. The pur
poses of this LSC test were to obtain combustor performance, 
especially combustion efficiency and NO* emissions, at Mach 
3 and 5 conditions and to make problems clear for the ram 
combustor of the combined-cycle engine. 

Combustor Description. A schematic drawing of the LSC 
is illustrated in Fig. 4. The dimensions of the combustor were 
130 mm in width, 180 mm in height, and 1279 mm in length. 
The inner wall of the combustor was made of refractory cement 
and there was a water jacket outside the wall. 

Two types of main fuel nozzle were designed and fabricated. 
One was a premixing fuel nozzle and the other was a zoning 
fuel nozzle just the same as the subscale combustor. The main 
fuel injection system, which is shown in Fig. 5, was located 79 
mm upstream of the flameholder. Pairs of the premixing fuel 
nozzle were mounted 30 mm on both sides of a vertical center-
line of the injection plane. Fuel was delivered perpendicularly 
to the air flow through ten equispaced holes of 1 mm diameter 
on the body of injectors. This premixing fuel nozzle was ex
pected to show better mixing ability by the result of CFD analy
sis that was carried out by SNECMA. The zoning fuel nozzle 

N o m e n c l a t u r e 

B.R. = blockage ratio, percent 
E.I. = emission index, g/kg fuel 

M = inlet air Mach number 
P = total pressure, MPa 

PLR = total pressure loss ratio, percent 

T = total temperature, K 
U = inlet air velocity, m/s 

rjb = combustion efficiency, percent 
4> = equivalence ratio 

Subscripts 
p = pilot 
6 = ram combustor inlet 
7 = ram combustor exit 
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Fig. 4 A schematic of a laboratory scale ram combustor 

was a single injector, which was mounted between the two 
premixing fuel nozzles and had 30 injection holes of 1 mm 
diameter on its body, and also on the trailing edge. 

The flameholder, Fig. 6, consisted of a vertical main V-gutter 
and two horizontal arm V-gutters. The height and the width of 
the flameholder were respectively 153 mm and 32 mm for the 
main V-gutter and 90 mm and 36 mm for the arm V-gutters. 
The blockage ratio of the flameholder was 30 percent. This 
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Fig. 5 Main fuel injection system and a flameholder of the LSC 
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flameholder was cooled by auxiliary air (shop air). A tube was 
inserted inside the flameholder and cooling air was supplied 
into it. The cooling air was injected to the inner surface of the 
flameholder through small holes on the tube. The cooling air 
was exhausted to the atmosphere so as not to affect combustion 
phenomena in the combustor. A pilot fuel nozzle was also put 
inside the V-gutter as shown in Fig. 6. 

Measurements. Combustion tests were carried out at the 
simulated conditions of Mach 3 and 5. These are the representa
tive operating conditions of the combined cycle engine: Mach 
3 is a starting point of ramjet single mode and Mach 5 is a 
high-speed cruise condition. Test conditions at Mach 3 were 
these: T6 = 600 K, P6 = 0.14 MPa, U6 = 98 m/s, ^ = 0.085, 
and <p = 0.3. At Mach 5 they were T6 = 1263 K, P6 = 0.2 
MPa, V6 = 40 m/s, (p = 0.43 and 0.35. To simulate such a 
high temperature at Mach 5 condition a vitiation technique was 
used in this study. 

A water-cooled gas sampling probe with 9 holes of 2 mm 
diameter like the one used in the fuel zoning combustion test 
was installed at the exit plane of the combustor. The probe was 
moved to three locations on the plane and the locations of 
sampling point are shown in Fig. 7. Measuring the average 
performance of the combustor, e.g., average combustion effi
ciency and average emission index of NO*, combustion gas 
was sampled through all holes of the probe, then gathered and 
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Fig. 6 Schematic of the flameholder of the LSC Fig. 7 Schematic of sampling points at exit plane 
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analyzed. Moreover the spatial measurement was also carried 
out by individual sampling of the gas through each hole. 

Test Facility. Combustion air was pressurized by a com
pressor and was heated up to 750 K maximally by a heat ex
changer, then was supplied to the test rig. In the case of the 
Mach 5 combustion test, a vitiation heater that was located 1500 
mm upstream of the ram combustor was used to simulate such 
a high temperature. Although oxygen concentration of vitiated 
air was reduced by vitiation, oxygen was not added to make a 
test procedure easy. Fuels used in this study were natural gas 
containing 98.5 percent methane for the ram burner and kero
sene for the vitiated heater, respectively. 

Results and Discussion 

Fuel Zoning Combustion Test. Figure 8 shows the com
bustion efficiency obtained by the premixing fuel nozzle and 
the zoning fuel nozzle with and without flow separator as a 
function of overall equivalence ratio. The equivalence ratio of 
the pilot fuel was kept constant, 4>p = 0.085, for each case. 
The result indicates that the premixing fuel nozzle gave the 
combustion efficiency no more than 55 percent at the design 
equivalence ratio of Mach 3, tf> = 0.3. The reasons for poor 
combustion efficiency are not only the combustor inlet condi
tions such as low temperature and high velocity mentioned 
above, but also the low overall equivalence ratio. The equiva
lence ratio of 0.3 is much lower than that of ramjet engines that 
have been studied for the space plane. 

To improve the low combustion efficiency, a fuel zoning 
combustion concept was tried in this ram combustor study. This 
concept was expected to achieve high combustion efficiency by 
making a locally stoichiometric mixture around the flameholder. 
Square plots show the test results obtained by the zoning fuel 
nozzle without the flow separator. Combustion efficiency was 
improved largely for all the equivalence ratios as compared 
with the premixing fuel nozzle. About 80 percent combustion 
efficiency was obtained at the design equivalence ratio. Black
ened square plots in the figure show the results of the zoning 
fuel nozzle with the flow separator. The flow separator was 
used to control an amount of air for mixing with fuel and was 
expected to enhance the zoning effect further. The result shows 
the highest efficiency is more than 90 percent at the equivalence 
ratio of 0.3. Consequently this fuel zoning combustion concept 
was found very effective for improving the low combustion 
efficiency at such a low overall equivalence ratio. 

The fuel zoning combustion concept, however, had faults 
regarding flame stability and the pressure loss of the combustor. 
Figure 9 shows the stability loops for the premixing fuel nozzle 
and the zoning fuel nozzle. The lean blowout was the same 
with the two fuel nozzles, because it occurred by an extinction 
of the pilot flame and it had nothing to do with main fuel. The 
equivalence ratios of lean blowout were very low for the wide 
range of inlet air velocity. The upper side of the stability loop 
means rich blowout that is of primary interest. A continuous 
line of rich blowout was obtained by using the zoning fuel 
nozzle. Rich blowout of the premixing fuel nozzle could not be 
measured owing to limitation of the supplying pressure of main 
fuel. A dotted line in the figure shows the maximum equivalence 
ratios tested and it indicates that the equivalence ratios of rich 
blowout were higher than those. Rich blowout using the zoning 
fuel nozzle occurred at the lower equivalence ratio as compared 
with the premixing fuel nozzle over the entire range of the inlet 
air velocity shown in the figure. The local equivalence ratio 
around the flameholder caused by the zoning fuel nozzle was 
supposed to be much higher than that caused by the premixing 
fuel nozzle if the overall equivalence ratio was the same. There
fore the pilot flame that was anchored in the wake of the flame
holder was extinguished at a lower equivalence ratio to the 
zoning fuel nozzle. Fortunately, the equivalence ratio was about 
0.4 at the inlet air velocity of 100 m/s, that is design velocity 
of Mach 3, and it exceeded the design equivalence ratio at Mach 
3 condition, even though the zoning fuel nozzle was selected. 
Combustion oscillation was observed for both fuel nozzles, and 
the equivalence ratios associated with the oscillation were 
shown in the figure. The results show that the oscillation oc
curred at almost the same equivalence ratios over 0.4 for both 
fuel nozzles. 

A total pressure loss ratio is defined as 

PLR Pt-Pi X 100 (1) 

The total pressure loss ratios measured by using the three noz
zles, namely premixing fuel nozzle, zoning fuel nozzle with and 
without the flow separator, are shown in Fig. 10 as a function of 
the equivalence ratio. The ratios at no-combustion condition 
were 3 and 5 percent for the premixing fuel nozzle and the 
zoning fuel nozzle with the flow separator, respectively. This 
discordance was caused by a difference of the total blockage 
ratio between the two nozzles. The total pressure loss ratio was 
increased in proportion to an increase of the equivalence ratio. 
A value of 8 percent was obtained at the design equivalence 
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Fig. 9 Effect of main fuel nozzle configurations on stability loops 
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Fig. 10 Effect of main fuel nozzle configuration on the total pressure 
loss ratio 

ratio, <f> = 0.3, by the latter nozzle. It was certainly higher than 
the ratio obtained by the premixing fuel nozzle; however, 8 
percent met the requirement value. 

Moreover, emissions of nitrogen oxides are another prime 
interest from the environmental point of view. Figure 11 illus
trates the emission index of nitrogen oxides obtained with the 
three fuel nozzles. As the equivalence ratio increased, the emis
sion index of NO* decreased slightly first, then increased steeply 
for all the fuel nozzles. The zoning fuel nozzle gave the highest 
NO, emissions, since it achieved the highest combustion effi
ciency among the three fuel nozzles. The emission index of 1 
g/kg fuel was measured at the design equivalence ratio of 0.3. 
However, it is much lower than the NO, emissions of currently 
operating subsonic turbofan engines. The test result indicates 
that the level of NO, emissions is not significant at Mach 3 
flight condition. 

Laboratory Scale Ram Combustor Test 

Basic Performance at Mach 3. Combustion must be sus
tained stable over the entire range of operating conditions. Fig
ure 12 shows the weak extinction of this combustor. The flame 
was stable for a wide range of inlet air velocity and the equiva-
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Fig. 12 Weak extinction of the LSC at Mach 3 condition 

lence ratio of lean blowout was 0.013 at the design inlet air 
velocity of Mach 3, U6 = 98 m/s. The rich extinction could 
not be measured for just the same reason as the fuel zoning 
combustion test. Ignition was accomplished reliably at low 
equivalence ratios over the wide range of inlet air velocity by 
injecting pilot fuel and minimum ignition equivalence ratios 
were very close to those of the lean blowout. Large pressure 
rises and instability at ignition were not observed. A hydrogen-
air torch ignitor system was used for ignition. 

Pressure loss is one of the significant parameters for an engine 
performance and the total pressure loss ratio less than 8 percent 
(no combustion condition) is required for the ram combustor 
of the combined cycle engine. The total pressure loss ratios of 
3.5 and 8 percent were respectively measured at no combustion 
condition and at the design condition of Mach 3. Therefore the 
results met the requirement sufficiently and were almost the 
same as the total pressure loss ratios obtained with the subscale 
combustor. 

The fuel zoning combustion technique, which was found to 
be very effective to achieve high combustion efficiency in the 
previous test, was applied to this laboratory scale ram combus
tor. Combustion efficiency is shown in Fig. 13 as a function of 
the equivalence ratio, when the zoning fuel nozzle was used. 
The result of using the premixing fuel nozzle is also illustrated 
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in the figure for comparison. The zoning fuel nozzle improved 
combustion efficiency and increased the value from 66 percent, 
obtained with the premixing fuel nozzle, to more than 90 per
cent. These results indicate that this application was successful 
but they also indicate that more efforts are needed to attain the 
same higher combustion efficiency as the currently used turbojet 
combustor. 

The characteristic of NO* emissions of the laboratory scale 
ram combustor was similar to that of the subscale combustor 
and the NO, emission index of 1.7 g/kg fuel was obtained with 
the zoning fuel nozzle at the design condition of Mach 3. 

Basic Performance at Mach 5. Combustor inlet conditions 
at Mach 5 are quite different from those at Mach 3; they are: 
T6 = 1263 K, P6 = 0.4 MPa, and U6 = 40 m/s. It can be 
supposed from the conditions that the major problem on com
bustion is emissions of nitrogen oxides and that ignition, flame 
stability, and pressure loss are not serious owing to its high 
inlet air temperature and low velocity. For the main purpose of 
reducing emissions of nitrogen oxides, the premixing fuel noz
zle was chosen in this Mach 5 combustion test. 

Ignition and flame stability performances were excellent and 
they have already been reported by the authors (1993). The 
total pressure loss ratios were very low and were measured 
less than 1 percent owing to the low inlet air velocity at this 
condition. 

Combustion efficiency at Mach 5, that is a cruising speed of 
the combined cycle engine, is also one of the concerns, because 
it influences directly not only the operating cost but also the 
environmental quality. A vitiation technique was used to simu
late such a high temperature at Mach 5. Typical constituents of 
vitiated air are: 

02 15.5 percent (volume) 

C02 4.0 percent (volume) 

CO 10.0 ppm (volume) 

UHC 0 ppm (volume) 

NO, 150 ppm (volume) 

The vitiated air contained little carbon monoxide and un-
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Fig. 15 Emissions of nitrogen oxides of the LSC at Mach 5 condition 

burned hydrocarbons; therefore it can be considered that these 
concentrations measured in the ram combustor were formed in 
the ram combustor itself. Figure 14 shows the local combustion 
efficiency distribution at the exit plane of the ram combustor. 
The test result indicates that the sphere, showing combustion 
efficiency more than 99.5 percent, extended for the most part 
to the exit plane. The result also indicates that much higher 
combustion efficiency will be expected to be achieved in the 
practical combustor, because it will use fresh air. 

The fuel zoning combustion concept cannot be applied at 
such a high inlet temperature condition. It will increase flame 
temperature more than premixed combustion. An increase in 
flame temperature generates the CO emissions due to an in
crease of CO equilibrium concentration and it results in a fall 
in combustion efficiency. Moreover it also stimulates the NO, 
emissions greatly. 

It is difficult to predict the emissions of nitrogen oxides quan
titatively from the results. This is because the vitiated air con
tained a large amount of nitrogen oxides already before it en-
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Fig. 14 Combustion efficiency at exit plane of the LSC at Mach 5 condi
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tered the ram combustor. However, it is very important to know 
the emissions level of the ram combustor even in a qualitative 
sense. Figure 15 shows the emission index of nitrogen oxides 
as a function of the equivalence ratio. The emission index was 
calculated by subtracting the NO, value of vitiated air from that 
of the exhaust gas measured at the combustor exit. An increase 
in equivalence ratio increased the emission index of nitrogen 
oxides greatly and the index of 12.5 g/kg fuel for the climb 
equivalence ratio and the index of 11 g/kg fuel for the cruise 
equivalence ratio were obtained. These data were obtained at 
the inlet pressure of 0.2 MPa and with vitiated air. Therefore, 
it is supposed that the emission level of an actual combustor of 
the combined cycle engine will be extremely high. 

Figure 16 illustrates the NO, concentration distribution at the 
exit plane. Distribution figures were almost the same for each 
probe location and maximum concentrations were measured 
near the middle part of the ram combustor. The local equiva
lence ratios at the same exit plane were measured and are shown 
in Fig. 17. The local equivalence ratio was calculated by sub
tracting the average equivalence ratio of the vitiation heater 
from the individual equivalence ratios at the ram combustor 
exit. A fuel-rich zone was observed near the middle of sampling 
points for each horizontal location of the sampling probe. It is 
the place that showed the highest NO, concentration. The results 
indicate that making the local equivalence ratio even, that is, 
improving the premixing quality, is needed to reduce the emis
sions of nitrogen oxides. 

Conclusions 
The laboratory scale ram combustor (LSC) test program has 

been conducted to obtain the fundamental combustion charac
teristics of the ramjet engine combustor that operates from Mach 
2.5 to 5 for the hypersonic transport. 

Prior to the LSC test a fundamental combustion test on a fuel 
zoning combustion concept was investigated for the purpose of 
improving combustion efficiency at Mach 3 condition. 

1 Greater than 80 percent combustion efficiency was ob
tained by applying a fuel zoning combustion concept and 
it was found very effective for improving low combustion 
efficiency at Mach 3 condition. 

2 The faults regarding flame stability and pressure loss were 
made clear on the fuel zoning combustion concept but 
the degrees were not so serious. 

A laboratory scale ram combustor was fabricated and com
bustion tests were carried out at the simulated condition of 
Mach 3 and 5. 

3 Combustion efficiency of 90 percent was successfully 
achieved at Mach 3 condition by applying the same con
cept as the fundamental combustion test. Combustion ef
ficiency of more than 99.95 percent was measured for 
most of the combustor exit plane at Mach 5. 

4 NO, emission index of 11 g/kg fuel was obtained for the 
cruise equivalence ratio; therefore, it is supposed that a 
large amount of NO, emissions will be generated at an 
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Fig. 17 Equivalence ratio distributions at exit plane 

actual combustor. It will be necessary to improve the 
premixing quality to reduce nitrogen oxide emissions. 
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Technology Demonstration 
Nozzle for Mach 7 Turboramjets 
Under the German Hypersonic Technology Program, future-oriented designs and 
technologies for reusable space vehicles, such as SANGER, are being developed. 
Pioneering the way in a new field of technology, MTU constructed and tested, with 
success from the very beginning, an actively cooled, asymmetric rectangular nozzle 
(SERN—single expansion ramp nozzle) of advanced design, characterized by the 
following innovative features: 

• rectangular, flap-controlled variable flow cross section; 
• liquid-hydrogen-cooled structures; 
• high-temperature-resistant sealing system for variable nozzle flaps; and 
• uncooled expansion ramp in carbon/carbon composite with anti-oxidation 

coating. 

Development of the nozzle called for the mastery of new manufacturing techniques; 
proof of concept was provided in the successful performance of initial tests of 300 
second duration. 

Introduction 
In studies into the German SANGER hypersonic reusable 

space vehicle, MTU has elaborated a lead concept for the pro
pulsion system (Fig. 1) (Heitmeir et al„ 1992; Krammer et al., 
1992). The nozzle is a vital component of any air-breathing 
engine, hence the aim of the work was to develop the appro
priate technologies, and to manufacture and test suitable nozzle 
components. The nozzle has to be designed for high tempera
tures in the region of 2750 K, accompanied by pressures of 8 
bar, as well as for high degree of variation of the nozzle throat 
area and high nozzle divergence angle. The throat area of the 
nozzle is actively cooled with liquid hydrogen, but cooling of 
the expansion ramp is not necessary thanks to the use of a 
carbon/carbon composite material (Figs. 2, 3, 10). 

Design 
In view of the high thermal and mechanical stresses to be 

withstood by the nozzle, it has been designed strictly in accor
dance with the principle of separation of functions. 

The cooling structure forms the aerodynamically active sur
face, which absorbs the thermal stresses. The pressure is ab
sorbed by the four-walled casing, which carries the cooling 
structure supported on spacers. The cooling structure is com
posed of two (C263 Ni-base alloy) plates welded together and 
shaped after machining of the ducts for the hydrogen coolant 
(Fig. 4) . The rear surface of the cooling structure is provided 
with an electroplated copper coating 0.5 mm thick to increase 
the heat exchange effect between adjacent ducts (hot/cold) and 
decrease the temperature gradients. 

Coolant, flowing in two parallel, unequal streams, is con
ducted simultaneously through the upper nozzle wall and to 
flaps 1 and 2. The flow is then combined in a mixer (for temper
ature equalization), is again split into two parallel, but equal 
streams to pass to the side walls, before being conducted to 
a collector and finally to a flare for the hydrogen to be 
burned off. 

The gas-path surface is provided with a low-pressure plasma-
spray (LPPS) zirconium oxide thermal barrier coating, which 
helps reduce the thermal stress to which the cooling structure 
is subjected. 

As the coolant collectors on the cooling plate are rigidly 
connected with the casing structure, a thermo-elastic link must 
be provided that is capable of compensating for the relative 
movements between the nozzle walls and the supporting struc
ture as a result of thermal expansion. This is accomplished by 
the use of inlet and outlet pipes for each duct, whose elasticity 
enables them to act as expansion sleeves and thus to compensate 
for differences in thermal expansion (Fig. 5). 

The nozzle-supporting structure absorbs the pressure, and is 
protected from the effects of the hot gas by the cooling structure. 
The pressure in the supporting structure rises briefly to as much 
as 13 bar when the flow reaches the diffuser on startup, and the 
rectangular cross section of the nozzle calls for a very stiff 
structure. In order to minimize leakage of the sealing gas (nitro
gen), the side-wall deformation is limited to 0.5 mm. 

The most important factors to be borne in mind concerning 
the design were the pressures to be withstood, acceptable defor
mation of the structure, and low weight, as well as the need to 
comply with constraints with regard to time and costs. In view 
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Fig. 2 Cross section of the technology demonstration nozzle 

of these demands, a milled structure consisting of four walls 
and reinforcing struts with flaps and adjustment mechanism was 
chosen. 

The supporting structure is provided with grooves for the SiC 
sealing strips and the clamping cylinders (Fig. 6) . To prevent 
the ingress of hot gas, the space beneath the flaps is pressurized 
with nitrogen. The two flaps serve for setting the nozzle throat 
area and the nozzle opening angle depending on the flight Mach 
number. The throat area adjustment is effected via spacer 
sleeves and tensioning bolts. The nozzle opening angle is deter
mined by bulkheads, which are interchangeable. 

The nozzle-flap adjustment, connections for the sealing gas 
and the sealing gas pressure regulator, and the accompanying 
pressure-relief valve are mounted on the bottom wall of the 
casing. 

The gas expands to the ambient pressure at the expansion 
ramp, where the temperature is low enough to render active 
cooling unnecessary. 

The expansion ramp is connected to the supporting structure 
via Zr02 bushes, metallic disks, and Inconel 718 bolts, where 
the bushes serve to insulate the metallic bolts. A C/C material 
is unsuitable for the bolts for this application because it would 
be overloaded. 

Before being operated for the first time, the nozzle was sub
jected to an exhaustive series of inspections and tests. For exam
ple, each cooling duct was flow tested by thermography. 

The tests, aimed primarily at proof of concept, were carried 
out on DASA's ramjet test facility in Ottobrunn. In addition 
to pressure and temperature measurements, the outside wall 
temperature was determined by infrared measurement. 

Manufacture 

Material and process investigations were carried out concern
ing the components: 

• Cooling structure 
• Supporting structure 
• Sealing system, and 
• Expansion ramp v Fig. 3 Cross section 

Cooling Structure. Attention in the development work was 
directed primarily at the cooling structure, consisting of two 
shaped plates welded together. Several versions, differing with 
regard to method of manufacture and design, were considered, 
Fig. 7, namely: 

1 LPPS Version With Circular Ducts. Nimonic 80/In-
conel 718 tubes of circular cross section are embedded in a 
Nimonic 80/Inconel 718 matrix by low-pressure plasma spray
ing. The gas-path surface is provided with a Zr02 thermal barrier 
coating, and the rear side is electroplated with copper to improve 
temperature equalization. 

2 Plate Version With Circular Ducts With Nickel-Plated 
Seal Coating. The cooling ducts are machined into a Nimonic 
80/Inconel 718 plate by milling or electrical discharge machin
ing and sealed by electroplating with nickel. For this, the ducts 
are filled with a low-melting SnBi alloy, which is removed after 
the ducts have been plated. As with the first version, the gas-
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Fig. 4 Cooling structure on casing 

path surface is provided with a thermal barrier coating, and the 
rear side is copper plated. 

3 Twin-Plate Version With Circular Ducts. The cooling 
ducts are machined into" two plates, which are then joined by 
brazing, diffusion welding, or EB welding. In this version also, 
the gas path surface has a ZrOz thermal barrier coating with 
copper plating at the rear side. 

4 Plate Version With Rectangular Ducts With Nickel-Plated 
Seal Coating. Similar to version number 2, but with rectangu
lar rather than circular ducts. 

5 Twin-Plate Version With Rectangular Ducts. Similar to 
version number 3, but with rectangular rather than circular ducts 
(Fig. 7). 

Choice finally fell upon version 5 (Figs. 8a and %b), and 
corresponding manufacturing trials were carried out. Brazing 
as well as EB welding was investigated for version 5. 

Brazing. Brazing was carried out in a furnace in high vac
uum (10~6 mbar) with integrated hot press. As braze material, 
the nickel-base alloy MBF80 (composition 15Cr, 4B, remainder 
Ni) in foil form was used. Both the braze and the brazing 
temperature were adapted to the C263 base material, meaning 
that the base material is solution annealed simultaneously with 
brazing. The structural strength of the overall system is not 
seriously affected by the diffusion of braze particles (mainly 
boron) at the grain boundaries. The formation of braze "me
nisci" gives unbroken, smooth transitions between the fins and 
cover plate, which is highly desirable with regard to strength. 

The strength of the joints was verified by brazing a plate with 
closed ducts, and subjecting it to a thermal shock test consisting 
of repeated variation of the temperature between -170 and 

Fig. S Thermoelastic link 

Fig. 6 SiC sealing strips 

+ 150°C, and hydraulic pressure at 25, 50, 100, 200, and 400 
bar. Bursting did not occur until a pressure of 460 bar was 
reached. 

EB Welding. Welding was carried out at the struts (Fig. 
8&). The heat developed during welding causes the cover plate 
to sink slightly (by about 2-3/ lOOths mm). The area of contact 
is smaller than with the brazed version, and the exposed area 
is unfavorable with regard to strength (notch effect) and corro
sion. Despite this it was decided to pursue the EB-welded ver
sion because of the lower manufacturing risk compared with 
the brazed version, and especially because the results appeared 
to be more easily transferable to larger nozzles. At present it is 
possible to braze plates measuring only up to 400 X 400 mm. 

Critical aspects with regard to the feasibility of the project 
were the cold-forming characteristics of the base material and 
the characteristics of the joints. Cold-forming tests were carried 
out using the die shown in version 5, Fig. 7, on the same 
material as that of the component. Examination of critical areas 
did not reveal any signs of damage, such as cracks or rupture, 
on either brazed or welded plates. 

As the coolant collectors on the cooling plate are rigidly 
connected with the casing structure, a thermo-elastic link must 
be provided that is capable of compensating for the relative 
movements between the nozzle walls and the supporting struc
ture as a result of thermal expansion. This is accomplished by 
brazing inlet and outlet pipes in the alloy XlOCrNiTi 18 9 into 
each duct. Both the low-melting silver-base braze (VH720 and 
VH780) and the nickel-base braze AMS 4777 were investi
gated. Bearing in mind the copper plating at the rear side of 
the plates (melting point of copper = 1080°C), the brazing 
temperature must be restricted to a certain limit. The lower-
melting silver-base braze materials give satisfactory results if 
both the inlet and outlet pipes and the holes in the plates are 
nickel-plated. As the copper electroplating is capable of with
standing the high brazing temperature, it was decided to braze 
in the pipes with the AMS 4777 nickel-base braze (since nickel 
plating is not required). 

Supporting Structure. The nozzle-supporting structure 
has to absorb the pressures, and is protected against the effects 
of the hot gas by the cooling structure. Because of its good 
machining properties and high strength in heat-treated condition 
(r = 930 N/mm2), the easily obtainable heat treatable steel 
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Fig. 10 Technology demonstration nozzle 

1.7734 (15CrMoVG) was chosen as the material for the sup
porting structure. The resistance to corrosion was increased by 
electrodeless nickel plating. 

Sealing System. The material monolithic SiC, which is 
capable of withstanding very high temperatures (1600°C in 
this application), was used for the sealing strips, where the 
strips were produced by pressing (SiC powder plus binder), 
machining, sintering, and finally grinding to size. As the 
bulkheads are protected behind the C/C heat shields, the 
seals do not have to withstand such high temperatures, 
allowing shaped seals 0.1 mm thick in the alloy XlOCrNiTi 
18 9 to be used. 

Expansion Ramp. Bearing in mind the requirements: 

• temperature resistance up to 1600 K 
• oxidation resistance for a test period of 10 times 60 seconds 
• low weight 
• 0.8 bar underpressure in operation with diffuser 
• gas flow velocity of Ma 3.69 

a carbon/carbon composite material with anti-oxidation coating 
was chosen for the expansion ramp. 

The material consists of phenolic resin-impregnated mats re
inforced with longitudinal and transverse fibers, where the parts 
are carbonized after manufacture of the CFRP. The volatile 
constituents of the CFRP are burned away, leaving a porous C/ 
C material as the intermediate product. The porosity is then 
reduced to 10-15 percent by repeated impregnation with pheno
lic resin and carbonization. Afterward, the C/C components are 
graphitized, and machined to obtain the required dimensions. 
The components are then treated with silicon by chemical vapor 
deposition (CVD) in the furnace. The silicon reacts with the 
carbon in the matrix to form SiC, and the resulting thin film of 
SiC forms the protection against oxidation. The ramp was de
signed and manufactured with SGL (Sigri Greate Lakes, Mei-
tingen) (Strobel et al., 1993). 

Journal of Engineering for Gas Turbines and Power 

Summary 
The nozzle with rectangular flow cross section is designed for a 

flow rate of approximately 20 kg/s (combustor diameter 330 mm), 
a pressure of 8 bar, and a temperature of 2800 K. 

The twin-shell nozzle is complete with cooling and support
ing structures, and expansion ramp. The cooling structure con
sists of two EB-welded plates with a Zr02 thermal barrier LPPS 
coating at the gas-path (surface) side, and a copper electroplat
ing at the rear side. It is mounted on the supporting structure 
in such a way as to ensure freedom of movement due to thermal 
expansion. The liquid hydrogen coolant flows into the cooling 
structure from the collectors via individual elastic tubes. The 
supporting structure consists of four walls reinforced with struts, 
and serves as the pressure vessel. The nozzle throat area and 
the nozzle flap position are set via spacer-sleeves and tensioning 
bolts. The nozzle flaps are sealed in relation to the side walls 
by SiC strips. The space below the flaps is pressurized with 
nitrogen to prevent the ingress of hot gas. The expansion ramp 
is made in a carbon-carbon material with anti-oxidation coat
ing, and is uncooled. 

Initial testing was carried out with a combustor temperature 
of 2400 K, and a pressure of 4.4 bar; with a thrust of greater 
than 9 kN and expansion ramp temperature greater than 1500 
K being attained. Testing at higher pressures and temperatures 
is now to be carried out (Lederer and Kruger, 1993). 
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Turbine Engine Icing Spray Bar 
Design Issues 
Techniques have been developed at the Engine Test Facility (ETF) of the Arnold 
Engineering Development Center (AEDC) to simulate flight through atmospheric 
icing conditions of supercooled liquid water droplets. Ice formed on aircraft and 
propulsion system surfaces during flight through icing conditions can, even in small 
amounts, be extremely hazardous. The effects of ice are dependent on many variables 
and are still unpredictable. Often, experiments are conducted to determine the charac
teristics of the aircraft and its propulsion system in an icing environment. Facilities 
at the ETF provide the capability to conduct icing testing in either the direct-connect 
(connected pipe) or the free-jet mode. The requirements of a spray system for turbine 
engine icing testing are described, as are the techniques used at the AEDC ETF to 
simulate flight in icing conditions. Some of the key issues facing the designer of a 
spray system for use in an altitude facility are identified and discussed, and validation 
testing of the design of a new spray system for the AEDC ETF is detailed. This spray 
system enables testing of the newest generation of high-thrust turbofan engines in 
simulated icing conditions. 

Introduction 
Icing tests are conducted to gather data on the performance 

of an aircraft and its propulsion system in icing conditions. The 
data are gathered either in flight or ground testing. Flight testing 
can be conducted in natural or simulated icing conditions. Simu
lated conditions are typically generated with the aid of an icing 
spray tanker, as discussed by Ashendon (1993) and by Belte 
and Woratschek (1986). Ground testing is typically conducted 
using simulated icing conditions in either sea level or altitude 
test facilities. This paper addresses the techniques used to simu
late icing conditions in altitude test facilities. 

Altitude icing simulation facilities and techniques have been 
in development and use at the ETF since the early 1970s. The 
simulation capabilities have been implemented in several of 
the propulsion development test cells at the AEDC ETF. The 
facilities have been used to conduct icing testing for military 
and commercial, domestic, and international customers. The 
icing test capabilities have been documented by Gall and Floyd 
(1971), Hunt (1978), and Bartlett et al. (1990). A detailed 
accounting of the test of a large propulsion system inlet is given 
by Bartlett and Phares (1993). 

The facilities at the AEDC provide the capability of simulat
ing icing in either the direct-connect or free-jet test modes as 
illustrated in Fig. 1. The direct-connect test mode is most often 
used for turbine engine testing. In the direct-connect test mode, 
the engine air mass flow rate and thrust can be measured most 
accurately. The free-jet test mode is most useful for testing of 
inlets or external surfaces such as wings, empanages, and 
probes. This paper addresses direct-connect testing of turbine 
engines. 

Icing Simulation 

Requirements. Requirements of an icing simulation sys
tem are determined from the natural icing conditions to be 
simulated. The natural icing conditions are generally docu
mented by specific aviation regulatory authorities. Examples 
are shown in Fig. 2 and documented in the Air-worthiness Stan-
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dards (1984). The envelopes relate ambient temperature and 
altitude pressure in icing conditions. Further, they relate the 
cloud liquid water content to the mass median diameter of the 
droplets in the cloud. Clouds are typically grouped as moderate 
or severe, depending on the level of the liquid water content. 

The flight simulation must satisfy the conditions a turbine 
engine encounters in flight, specifically the stagnation pressure 
and temperature corresponding to a specific flight Mach number 
at a prescribed ambient temperature and altitude pressure. In 
the ground test simulation, the required stagnation pressure and 
temperature are delivered to the engine. The flight altitude pres
sure is maintained in the test cell by the ETF exhaust plant. 
The ability to deliver the stagnation pressure and temperature 
to the test cell plenum and the ability to simulate the specified 
test cell pressure are a function of the air supply and exhaust 
capacity of the test facility, and are beyond the scope of this 
paper. 

Icing conditions are generally characterized by the amount 
of liquid water in the cloud, termed the liquid water content, 
LWC. In nature, clouds exist with a distribution of droplet 
diameters generally characterized by the mass median diameter, 
MMD. The MMD is the diameter for which half of the cumula
tive mass of all droplets is below and half is above. Most icing 
encounters occur at MMD ranging from 15 to 40 fim. For 
ground icing simulation, an "icing spray" system is used to 
deliver a continuous stream of finely atomized water droplets 
into the airstream before the airstream enters the test engine. 
The requirements of the spray system are to deliver the proper 
amount of liquid water to the engine with the cloud of droplets 
being at the proper mass median droplet diameter and with the 
water uniformly distributed across the engine face. 

Techniques. The approach taken at the AEDC ETF to in
ject the continuous stream of water is to mount water-atomizing 
spray nozzles into a series of spray bars and to place the spray 
bars upstream of the test engine. An in-depth study of the re
quirements for the simulation of icing conditions at the AEDC 
was reported by Willbanks and Schulz (1973). A parametric 
study was performed to determine the effects of the test cell 
inlet and the water spray conditions upon the thermodynamic 
state of the droplet-laden flow in the engine test section. The 
study indicated it is necessary to consider the effects of the 
engine inlet or cowling on the flow conditions at the turbine 
engine compressor face. Specifically, the icing conditions at the 
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Fig. 1 Simulated icing test modes 

compressor face are seldom identical to those existing at free 
stream. Regulatory icing envelopes address free-stream condi
tions, and hence must be adjusted for specific engine and aircraft 
configurations. One effect that must be considered is the ratio 
of liquid water that must be delivered into the compressor face 
relative to the free-stream liquid water content through which 
the aircraft is flying. The airflow entering the engine is often 
either accelerated or decelerated from the free-stream conditions 
as depicted in Fig. 3. The water droplets have a finite mass and 
typically do not follow airflow streamlines as they are ingested 
by the engine. The droplets are selectively captured according 
to the ratio of inlet to free-stream velocities and droplet mass. 
The injection efficiency is discussed by Gelder (1958), Pheifer 
and Maier (1977), and Bartlett (1988). The ratio of compressor 
face LWC to free-stream LWC can be estimated and is shown 
in Fig. 4 for a droplet of MMD equal to 20 //m. The plot in 
Fig. 4 shows the ratio of compressor face to free-stream LWC 
as the flight Mach number ranges from approximately 0.2 to 
0.9. The two curves in Fig. 4 represent engine operation corre
sponding to compressor face Mach numbers of 0.25 and 0.50. 
Typically, during ground icing testing the LWC delivered to 
the compressor face is greater than free-stream LWC by a factor 
of 1.1 to 1.15 for simulation of cruise or hold conditions and 
as high as 1.3 to 1.4 for idle descents. The LWC factors must 
be taken into account to ensure the spray delivery system can 
accommodate the total water flow required for the engine icing 
test. 

Design Issues 
The key design issues facing the water spray injection system 

designer are discussed below. The determination of the water 
flow rate requirements of the spray system is explained and the 
spacing of spray nozzles in the spray bars is reviewed. The 
shape of the spray bar and the freeze protection of the spray 
bar fluid passages are discussed. 

Water Injection. The essential issue that must be decided 
during the design of an icing spray system is the water flow 
rate that must be delivered into the airstream passing through 
the compressor. The water flow rate can be determined from 

the mass conservation equation expressed in terms of the ratio 
of injected water mass flow rate to engine air mass flow rate 
by 

WJWa = LWC/p„ 

The LWC term represents the mass of liquid water per vol
ume of air entering at the compressor face. W„ is the injected 
water mass flow rate, Wa is the mass flow rate of air entering 
the compressor, and p„ is the density of the air at the compressor 
face. The equation can be expanded, assuming perfect gas, and 
rearranged to yield the mass flow rate of water as 

Ww = K(LWC)(Wa)(T)(R)/P 

where K is a unit conversion factor, P is the static pressure at 
the compressor face, Wa is the air mass flow rate entering the 
compressor face, T is the static temperature at the compressor 
face, and R is the gas constant for air. 

The ratio of maximum to minimum water flow rate required 
of the water spray system (dynamic range for the injected water 
flow rate) can be found once knowledge of the extremes of 
LWC, Wa, T, and P are known for a particular test. The dynamic 
range can often be on the order of 35 to 1. 

The injected water must be uniformly distributed across the 
compressor face to ensure a proper icing simulation. This uni
formity is obtained by proper spacing of individual spray noz
zles within the spray bar array and by dispersion of the droplets 
downstream of the spray bar. 

Spray Nozzles. Once the injected water flow rate require
ments have been determined, the water must be injected in the 
form of finely atomized droplets. Natural clouds exist with a 
distribution of droplet diameters generally characterized by a 
droplet mass median diameter, MMD. Icing testing is conducted 
for droplet MMD ranging from 15 to 40 fim, with the majority 
of testing being conducted at 20 /xm MMD. Typical icing spray 
nozzles use pressurized air to assist in the breakup of a water 
jet into droplets. There are several different nozzle types used 
throughout the world in the production of spray for icing simula
tion. Each different nozzle has a characteristic performance re
lating MMD to water mass flow rate. Figure 5 illustrates the 
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performance characteristics of three different nozzles used at 
the AEDC ETF during icing simulation testing. The MMD and 
water flow rate values are referred to nominal operation points 
arbitrarily chosen for illustration. The spray nozzles are placed 
in ports in an array of spray bars placed upstream of the test 
engine. 
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Spray Bar. Spray nozzles are mounted in rigid spray bars 
containing the water and atomizing air supplies to the individual 
spray nozzle ports. Both the water flow rate and the MMD 
produced by an individual spray nozzle in a spray bar are sensi
tive to the water and atomizing air pressure at the nozzle. Spray 
bar water and atomizing airflow passages must be designed for 
uniform pressure to avoid unacceptable variations in either wa
ter flow rate or droplet size production along the bar. The allow
able pressure variations can be determined from knowledge of 
the nozzle characteristics. The partial derivatives of the water 
flow rate and the MMD production with respect to water supply 
and atomizing air supply pressure can be determined from noz
zle operation curves. These partial derivatives can be used to 
determine maximum pressure variations (losses) along the 
spray bar fluid passages. 

The cross-sectional areas of the water and atomizing air pas
sages influence the cross-sectional area of the spray bar. The 
thickness of the spray bar must be balanced with the chord 
length of the bar. The length and shape of the bar should be less 
than that which would cause the bar to act as an uncharacterized 
turning vane, and the bar thickness and spacing must be selected 
to prevent the speed of the flow between the bars from becoming 
higher than desired. 

Another aspect of the spray bar design concerns spray bar 
internal water passage freezing. To conduct icing tests, the en
gine and the test facility are brought to the required operating 
condition and held there until the facility and the engine reach 
a specified thermally stable state. The stabilization process can 
take on the order of 30 minutes. As this stabilization process 
takes place, the icing system spray bars are exposed to the cold 
airstream temperatures, often approaching -30°C. The design 
of the spray bar should allow initiation of water spray from 
the "cold soak" without any freezing in the water passages. 
Experience has shown a significant problem can exist if enough 
heat is not supplied into the spray bar. Water can freeze in the 
passage, often in the nozzle itself, preventing proper operation 
of the nozzle, and resulting in unknown LWC and MMD deliv
ery to the compressor face. The amount of heat input required 
is a function of the rate of heat loss to the cold airstream. 

Spray Bar and Nozzle Spacing. The total water flow in
jected through the spray nozzles must be delivered uniformly 
to the engine face. The spray nozzle ports along the spray bars 
and the distance between adjacent bars place the nozzles approx
imately 18 to 20 cm on center, as depicted in Fig. 6. The spray 
bars are approximately 5 cm thick and approximately 20 cm 
long. During testing, not all nozzle ports are used, some being 
intentionally plugged. This allows variation of the total number 
and spacing of the nozzles, provides flexibility for the total 
water flow rate delivered through the spray bars, and permits 
some control of the uniformity of the spray delivered to the 
compressor face. 

ASTF Icing System (AIS) 

Since the first icing testing conducted at AEDC ETF, de
mands on icing systems have expanded to larger free-jet nozzles 
and to test engines with increasing air mass flow rates. Hence 
the icing test facilities are run at conditions that increase the 
speed of the flows in the region of the spray bar array. Concerns 
surfaced regarding the mixing and spreading of the droplet spray 
in the flow downstream of the spray bars. Further, higher speeds 
have increased the convective heat loss from the warm bars to 
the cold airstream, making the water passages within the spray 
bar more susceptible to freezing. 

An icing spray system has been designed for the Aeropropul-
sion Systems Test Facility, ASTF, at the AEDC. This facility 
is used for the testing of the largest turbofan engines, those in 
the 450,000 N-thrust class. The design of the spray bar system 
specifically addresses the concerns of hydraulic head, spray 

1 10 
NORMALIZED WATER FLOW RATE 

Fig. 5 Performance envelopes for typical icing spray nozzles 

mixing, and spreading, and the heat loss from the spray bar. 
The spray system is designated the ASTF Icing System, AIS. 

Hydraulic Head. The spray bar mounting for the AIS is 
designed to minimize the influence that hydraulic head differ
ences could have on water flow delivery from the spray nozzles. 
Without allowing for hydraulic head, the water pressure deliv
ered to the spray nozzle can vary by as much as 40 percent 
from the top to the bottom spray bars. This is an unacceptable 
variation and would lead to unacceptable uniformity of LWC 
at the compressor face. In the AIS there are 17 horizontally 
mounted spray bars. The spray nozzle water is delivered to 
eight groupings of two bars, and the center bar, as shown in 
Fig. 6. Each grouping and the central bar are independently 
controlled for water flow rate with a flow trim valve placed in 
series with a water flow rate meter. This arrangement allows 
each spray bar grouping to deliver the specified water flow rate 
and avoids adverse hydraulic head effects across the 3.2-m-dia 
spray array. 

Spray Mixing and Spreading. The spray issuing from the 
spray bars must mix with the airstream. The liquid water is 
delivered uniformly to the compressor face. The extent to which 
the droplets mix is a function of the spacing of individual spray 
nozzles and the wake from the spray bars. Since AEDC ETF 
has considerable experience with the approximately 18- to 20-
cm spacing between nozzles, this spacing was selected as a 
baseline design for the AIS. The thickness of the spray bars 
was selected to yield the maximum Mach number between adja
cent bars to be less than 0.7. One requirement of the spray bar 
design was that no water from the spray nozzle could wash 
back onto the bar. Water that washes back onto the bar could 
freeze and pose an intolerable foreign object damage hazard to 
the test engine. Heating the bar to prevent freezing of the wash 
would only permit the wash back to collect and shed in an 
uncontrollable and unknown manner, affecting both compressor 
face LWC and MMD. 

Spray Bar Heat Loss. The internal water passages of the 
spray bar are prone to freezing since they are exposed to air
stream below the freezing temperature of water. The AIS spray 
bars are designed with features to prevent the temperature in 
the water passages from reaching the freezing point of water 
during all planned operations of the spray system. 

Spray Bar Design Validation 
There were no known spray mixing and heat loss data upon 

which to base a design, so prototype designs were evaluated 
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Fig. 6 Icing spray bar configuration and spray bar grouping for the ASTF test cell icing spray system 

experimentally. The design validation effort had as its primary 
goal the collection of data to provide a basis for the spray bar 
shape. The secondary objective was to evaluate proposed de
signs that would prevent the freezing of the spray bar internal 
water passages during extended exposure to the cold airstream. 

Spray Bar Shape. Two prototype spray bar shapes, a bluff 
body and an aerodynamic shape, were selected for evaluation. 
The procedure was to evaluate both shapes and iterate upon the 
spray bar geometry, if required, to promote mixing and prevent 
back wash of water onto the spray bar. The evaluation baseline 
adopted to determine proper mixing was based on the mixing 
obtained with a spray bar shape used in ETF for the past 20 
years. Other requirements included the provision the spray bar 
and nozzle configuration must prevent back wash of liquid water 
onto the bar at approaching air flow speeds equivalent to Mach 
0.5. The prototype bars are shown in Fig. 7 for the bluff body, 
and in Fig. 8 for the aerodynamic streamlined body. A spray 
nozzle extension was used to place the spray nozzle further 
downstream, as shown in Fig. 7(c). The original hexagonal 
head retainer nut for the spray nozzle was replaced with a 
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Fig. 8 Cross-sect ional prof i le of aerodynamic spray bars 
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streamlined retainer nut, faired smoothly into the spray nozzle 
extension. 

Test Apparatus. The test apparatus consisted of the proto
type spray bars, ice collection bars, and test cell as shown in 
Fig. 9. The testing was conducted in the R-ID research test 
cell, an cylindrical free-jet test cell with a plenum chamber 
upstream of a bellmouth contraction section, which connects to 
the free-jet duct. The free-jet duct exits into the test chamber. 
A test bar was installed with the spray bar leading edge posi-
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Fig. 7 Cross-sect ional prof i les of the bluff body spray bars Fig. 9 Spray bar shape and mix ing val idat ion test apparatus 
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Fig. 10 Results of the spray spreading tests 

tioned 5 cm downstream of the free-jet exit plane. Each bar 
tested was supplied with one water atomizing spray nozzle. The 
bar was positioned horizontal and centered in the free-jet exit 
flow with the spray nozzle placed along the free-jet centerline. 
Spreading of the droplets behind the bars was determined by 
the extent of accumulation of ice on horizontal and vertical bars 
placed 0.6 m downstream of the trailing edge of the spray nozzle 
exit. The 0.6 m distance was selected based on studies indicating 
the mixing at this distance downstream of the spray bar was 
significantly influenced by the flow behind the spray bar. The 
Mach number at the free-jet exit plane was varied from 0.16 
to 0.50, representing the range of conditions expected during 
operation of the installed spray system. 

Test Procedure. The testing was conducted in the following 
manner. The test spray bar configuration was installed in the 
test cell. Water and atomizing air were supplied to the spray 
nozzle to simulate a typical icing spray nozzle operating condi
tion. The water and atomizing air supply pressures were set to 
170 KPa, with a resulting water flow rate of approximately 0.08 
L/min. The desired Mach number was set and determined by 
the ratio of stagnation to static pressure at the free-jet duct exit. 
The spray was initiated, and the aft edge of the spray bar was 
observed for signs of wetting caused by wash back of spray 
onto the spray bar surface. Backlighting of the spray enhanced 
the ability to detect any recirculation of the water back onto the 
bar. The water spray was maintained for approximately 2 min 
to allow ice to collect on the vertical and horizontal rods posi
tioned to collect spray spreading data. 

The following spray bar configurations were evaluated (ex
tension was fixed length): 

1 bluff body flat trailing edge, rounded leading edge (without 
extension of the spray nozzle), 

2 bluff body with rounded trailing and leading edges (with 
extension of the spray nozzle), 

3 bluff body flat trailing edge, round leading edge (with exten
sion of the spray nozzle), 

4 aerodynamic shape (without nozzle extension) and, 
5 aerodynamic shape with turbulator (without nozzle exten

sion). 

Test Results. There was evidence of unacceptable recircu
lation of water onto the spray bar for all bluff body configu
rations tested unless the spray nozzle was placed 10 cm down
stream from the aft edge of the spray bar with a nozzle exten
sion. The spray spreading date for the spray bar 
configurations tested are shown in Fig. 10. The figure relates 
the extent of spray spreading in the vertical direction, perpen
dicular to the horizontally mounted spray bar. Linear fits of 

the spreading data are plotted versus the Mach number of the 
flow approaching the spray bar. The test results indicate that 
spreading increases as the spray bar approach Mach number 
increases for the bluff body bar while the spreading from the 
streamlined bar decreases. Some mixing augmentation was 
evaluated for the aerodynamic bar, including the use of tabu
lators near the spray nozzle. The turbulators did improve 
mixing but failed to yield the mixing equal to that of the 
bluff body. Investigators decided to continue design of the 
AIS spray bars using bluff body shapes with extension to 
place the nozzle aft of the bluff body trailing edge. 

The required operations of the AIS Spray Bar Heating. 
spray bar are: 

1 purge of the water passages and maintenance of the fluid 
passage temperature during no water flow operation, 

2 initiation of spray, 
3 steady water spray operation, and 
4 termination of spray. 

The most difficult of the operations to accomplish is prevention 
of freezing in the fluid passages during the no-water-flow opera
tion. The spray bars are operated in this manner each time a 
new engine test condition is being set with the engine and test 
facility approaching thermally stable operation. This exposes 
the spray bar to the cold airstream with no water flowing through 
the spray nozzles for as long as 30 min. 

A prototype bluff body spray bar design was fabricated and 
evaluated for freeze prevention adequacy. The prototype spray 
bar was installed in the R-1D test cell described above. The 
objective of the test was to demonstrate that the water spray 
could be initiated from the spray nozzle after allowing the spray 
bar to cold soak with no water spray. The approach to prevent 
water passage freezing was to maintain a continual flow of 
heated water through a spray bar heating water passage and to 
maintain a heated air purge on the spray nozzle operation. At 
spray initiation, the purge would be terminated and water would 
be supplied to the spray nozzle. Electrical heating elements 
were added to the bar in case the heated purge method did not 
prevent freezing in the water passage. 

Spray Bar Design. The prototype spray bar consists of three 
integral fluid passages. The passages carry the spray bar heating 
water, water to supply the spray nozzle, and atomizing air for 
the spray nozzle. The fluid passage assembly is wrapped in a 
thin stainless-steel shell with an air gap between the shell and 
the fluid passages. The outer skin acts as a stiffener for the 
assembly, and the air gap acts as an insulating layer to reduce 
heat loss from the fluid passages to the airstream. The nozzle 
extension is surrounded by a plastic insulating material to reduce 
heat loss to the cold airstream. A cross section of the prototype 
spray bar with the spray nozzle extension is shown in Fig. 11. 
Thermocouples were placed inside the water passage at the 
entrance to the water tube and at the tip of the water tube in 
the spray nozzle to measure the temperatures within the fluid 
passages during purge and spray operations. 

Test Procedure. Water at 60°C was circulated through the 
heating water passage, Fig. 11, at all times to simulate planned 
AIS spray system operation. The spray nozzle water, heated to 
40°C, was supplied to the bar through a three-way valve that 
could be shuttled to divert water from the water passage into a 
drain line and simultaneously purge the water passage with air 
heated to 55°C, from the atomizing air supply. The purge air 
flow rate, 0.57 kg/min, and pressure, 690 kPa, supplied to the 
water passage during purge were selected to correspond to the 
worst-case flows expected at any nozzle across the spray array 
during planned AIS operation. 

The spray bar was to be exposed to a -30°C airstream at 
approach Mach number of 0.5 until temperatures within the 
water passages were steady. After the steady-state conditions 
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Fig. 11 Cross-sectional view of the prototype icing spray bar 

were obtained, transient data collection was started. The three-
way shuttle valve then diverted the water from the overboard 
drain back to the water passage and simultaneously terminated 
the purge air flow. The atomizing air pressure was reset from 
an elevated "purge" level to the normal spray nozzle operating 
level. A drain valve in the water passage downstream of the 
spray nozzle was opened for 10 s to allow the passage to fill 
quickly. The drain valve was then closed, and a stable spray 
condition was attained. 

Test Results. The results of the evaluation indicated the heated 
air purge would be adequate to prevent freezing in the water pas
sages. The temperature at the entrance to the water tube to the spray 
nozzle went from approximately 64°C during the purge to a steady 
51°C during steady spraying. The temperature in the spray nozzle 
water passage went from 20°C during purge to 28°C during spray, 
comfortably above freezing. Stable temperatures during the spray 
were obtained within 140 s of purge termination. 

The use of the electrical heating elements was demonstrated to 
determine their effectiveness. Repeating the operation described 
above with the heating elements activated indicated that the mini
mum temperature in the water passage was greater than 38°C with 
the heaters operating at nominal heat input. The electrical heating 
system provides additional margin for freeze prevention. 

Summary 
Ground simulation of flight through icing conditions has been 

discussed. The key issues have been reviewed, including the 
simulation of stagnation temperature and pressure and altitude 
pressure for a turbine engine. The simulation of the liquid water 
content and droplet size associated with icing encounters has 
been reviewed. The design of a new spray system at the Arnold 
Engineering Development Center Engine Test Facility has been 
described. The basis for the spray system spray bar shape and 
freeze prevention has been presented. Validation testing of the 

designs has been discussed. Bluff body spray bars were selected 
for their ability to mix the droplets into the airstream. The 
design included provisions to prevent freezing of water within 
the spray bar water passages. Electrical heating elements were 
added to the design to provide added margin against freezing 
in the water passages. 
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Assessment of Notches in 
Ceramic Components 
The failure probability of notched tensile bars is calculated using the multi-axial 
Weibull theory. The influence exerted by the stress concentration factor, the stress 
gradient in the notch root, and the Weibull exponent is analyzed. 

1 Introduction 

Common design practice for metallic components compares 
the maximum stress at the most critical point to the strength. 
Frequently this maximum stress can be determined even if a 
stress analysis of the component under consideration has not 
been made. A well-known example is notches for which analyti
cal and approximate values of the stress concentration factor in 
the notch root have been determined for a large number of notch 
geometries [1]. 

The aim of this study is to investigate the influence of notches 
on the reliability of ceramic components in order to provide a 
database from which appropriate design rules can be derived. 
For this purpose, simple tensile bars containing notches of vari
ous geometries are analysed in this paper using the finite-ele
ment method to determine the stress field and using the 
multiaxial Weibull theory. The dependence of the reliability on 
the stress concentration factor, on the stress gradient in the notch 
root, and on the material parameters of the ceramic material is 
determined. 

2 Weibull Theory for Multiaxial Loading 

The failure behavior of ceramic components subjected to a 
multiaxial stress state can be assessed using the multiaxial Wei
bull theory as developed by Batdorf et al. [2, 3], Evans [4], and 
Matsuo [5]. It is assumed that failure is caused by unstable 
extension of natural flaws of random size, of random location, 
and of random orientation with respect to the principal stress 
axes. The worst flaw, i.e., the flaw for which the most unfavor
able combination of size, location, and orientation is obtained, 
will propagate unstably and will cause catastrophic failure. 

The critical crack size can be determined using fracture me
chanics, if the natural flaws can be approximated by planar 
cracks. Within the framework of this model, a multi-axial stress 
state gives rise to a mixed mode loading of a crack, and the 
critical size is a function of the mode I-mode III stress intensity 
factors Kh Kn, Km: 

ac — ac{K\, Kn, Knl) (1) 

with 

Ki = a„ia • Y, 

Kn = rJa^Yn 

Km = rJa^YTn (2) 

and the correction factors Yh Yn, and Yuh The stress an normal 
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to the crack plane and the shear stress r can be calculated by 
an appropriate transformation of the stress tensor [5], 

An equivalent mode I stress intensity factor Kieq can be intro
duced with 

Kieq = oeq-ia- Yh (3) 

where the equivalent stress aeq depends on am r , and on Yu Yn, 
and Ym. The critical crack size is then given by: 

a,. = 1 —) (4) 
lc_ 

where Klc denotes the fracture toughness. 
A variety of multi-axiality criteria are given in the literature 

leading to different expressions for aeq. A summary can be 
found in [6]. An example of one of these criteria is [7]: 

2 - v 
(5) 

which is derived using the assumption that the value of the 
energy release rate in the crack plane determines the onset of 
unstable crack propagation, and a penny-shaped crack is a suit
able model for the natural flaws, v denotes Poisson's ratio. 

In Weibull theory the following expression is used for the 
probability that a given flaw exceeds its critical crack size [6]: 

Gi ~ f " f f- dQ.dx (6) 

where Eq. (4) was used for the critical crack size. In Eq. (6), 
V denotes the volume of the component, fi is the unit sphere, 
and x is the vector of coordinates. The parameters m, T 0 in Eq. 
(6) depend on the toughness of the flaw-free material and on 
the statistical properties of the flaw size distribution. Equation 
(6) implies that all locations of flaws and all orientations occur 
with equal probability, i.e., that the material is homogeneous 
and isotropic. 

The number n of cracks in the volume V is also a random 
variable and can be described by Poisson's distribution. The 
probability of having exactly n cracks in V is given by: 

Pn 
AT-e' 

n\ 
(7) 

where M is the average number of cracks in V. The following 
relation for the failure probability Pf is obtained from Eqs. (6), 
(7) [6] using the weakest-link model: 

Pf=l- exp(-M- fit). 

With the definition of a new material parameter b: 

' V_ 

H \Vn-M 
b = ^-

(8) 

(9) 

where V0 is a reference or unit volume, and H is the normalized 
stress integral given by: 
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Fig. 1 Geometry of notched tensile bar with typical finite-element mesh 

ff-fif-j-f fay^y. 
Eq. (8) can be rewritten as: 

Pf - 1 - exp 

(10) 

(11) 

where a* is a reference stress characterizing the loading of the 
component. Equation (11) implies that the stress at fracture is 
a Weibull distributed random variable. 

The normalized stress integral H is independent of the applied 
load level and is hence a convenient tool to characterize the 
effect of the spatial stress distribution on the failure probability, 
particularly if two components with different geometries are 
compared. In this case the corresponding Weibull parameters 
bw, b(2) (Eq. (11)) are related by: 

(12) 

The allowable stress levels am*, <r<2)* for two different designs 
of a component are related by: 

am* H<-2) 

CT(2)* flO) (13) 

at a given level of reliability, which is characterized by a specific 
value of Pf. From Eqs. (9)-(12) it is clear that the information 
needed for the design of ceramic components is contained in the 
normalized stress integral, which will be used in the subsequent 
investigations. However, it should be kept in mind that the 
numerical value of H depends on the choice of the normalization 
volume V0. The ratio of H values, on the other hand, is indepen
dent of V0. 

The five-dimensional integral Eq. (10) has to be evaluated in 
order to determine the failure probability or the normalized 
stress integral H. Several postprocessors [8, 9] are available that 

> 
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Fig. 2 Notch geometries 

perform the numerical integration using the stress field given 
in the output file of a commercial finite element code. 

3 Notches in Ceramic Components 
The stress field of a notched tensile bar for various notch 

geometries was calculated using a linear elastic finite-element 
analysis. Figure 1 shows the geometry of the bar with a typical 
finite-element mesh. The stress field in the notched cross section 
is characterized by the stress-concentration factor: 

a* = 

and the normalized stress gradient 

1 da i 

(14) 

(15) 

where aUmax is the maximum stress in the notch root (x = 0) 
and crnom is the nominal stress. 

The geometries of the notches considered are shown in Fig. 
2. The width of the notched cross section d was kept constant 
in all cases. With these geometries a wide range of ak — x* 
values has been covered (see Table 1, 1.9 < ak < 5 and 0.3 < 
X* < 2). The normalized stress gradient x* could be evaluated 
with sufficient accuracy for those notches only for which the 
notch roots were situated on the symmetry line of the structure 
because of the limitations imposed by the finite-element mesh. 

i—'—>—•—•—r 
4 5 6 
stress-concentration factor 

Fig. 3 Dependence of the normalized stress integral H on the stress 
concentration factor ak; m = =°: deterministic limit with H = a* 
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Fig. 4 Dependence of the normalized stress integral H on the normal
ized stress gradient X*; notches with ak ~ X*(N51-N55) 
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Fig. 5 Dependence of the normalized stress integral H on the normal
ized stress gradient X*; notches with ak ~ 1.9(N55 and N61-N64) 

The normalized stress integral H, Eq. (10), was calcu
lated for these notched tensile bars using the finite-element code 
ABAQUS and the post-processor STAU [8]. The reference 
stress a* in Eq. (11) was set equal to the nominal stress. The 
equivalent stress was determined using Eq. (5). 

All dimensions including the unit volume V0 were given in 
mm. The thickness of the bars was assumed to be equal to 1, 
the nominal width d was 40, and the length was 90. 

Figure 3 shows the variation of the normalized stress integral 
H with the stress concentration factor ak. For low values of the 
Weilbull exponent m, the value of H depends only weakly on 
the stress concentration factor, whereas H approaches ak for 
high values of m, i.e„ low scatter of the material strength. In 
the deterministic limit (m -» °°), only the maximum stress crUmaK 

contributes to the failure probability and H is equal to ak. The 
influence of the shape of the notch is small compared to the 
influence of the stress-concentration factor for realistic values 
of m, as notches of very different shapes such as N21 and N41 
yield H values H2i = 3.53 and H4l = 3.40, respectively, for m 
= 15, which are much closer to each other than the values 

Table 1 Dimension of notches defined in Fig. 2 in notched tensile bars 
with length 90 mm and nominal width d = 40 mm 

obtained from notches of similar shapes and different values of 
ak (e.g., N i l and N21: // , , = 2.63 and H2l = 3.40). 

Because of the strong correlation between ak and x * f° r most 
of the examples studied here a special class of notches was 

notch number a»,eqn.(14) X", mm~\ oqn.(15) - jp see Flg.1 

N11 3.65 _ 1.250 
N12 2.99 - 1.250 
N13 2.71 - 1.250 
N14 2.55 - 1.250 

N21 5.03 - 1.250 
N22 4.05 - 1.250 
N23 3.60 - 1.250 
N24 3.32 - 1.250 

N31 2.15 - 1.250 
N32 2.48 - 1.250 
N33 2.85 - 1.250 
N34 3.17 - 1.250 
N35 3.46 0.63 1.250 

N41 4.97 1.21 1.250 
N42 3.84 0.75 1.250 
N43 3.27 0.55 1.250 
N44 2.92 0.47 1.250 
N45 2.67 0.38 1.250 

N51 2.90 1.00 1.250 
N52 2.47 0.70 1.250 
N53 2.21 0.52 1.250 
N54 2.04 0.42 1.250 
N55 1.91 0.35 1.250 

N61 1.95 1.19 1.030 
N62 1.30 0.82 1.045 
N63 1.92 0.57 1.075 
N64 1.89 0.49 1.116 

selected with almost constant ak = 1.9 and 0.35 < X* < 1.2 
(N55, N61-N64 in Fig. 2). These notches are compared to 
notches with ak ~ x * in the same order of magnitude (N51 -
N55 in Fig. 2). Figures 4 and 5 show the normalized stress 
integral H as a function of x* in both cases. 

A reduced nominal width of d = 20 was used in this case in 
order to obtain more accurate values for the stress gradients. 
The effect of the nominal width on the normalized stress integral 
H is quite important, especially for low values of m, as can be 
seen by comparing Fig. 3 with Fig. 4. 

The relationship between H and x * (Fig- 4) looks very similar 
to that between H and ak for N51-N55 (Fig. 3), i.e., the effect 
of the stress gradient cannot be separated from the effect of the 
effect of the peak stress in the notch root. The increase in H 
with x* (i-e-> a steeper gradient of the stress in the notch root) 
observed for m = 5 in the case of N55 and N61-N64 (see Fig. 
5) is due to the fact that the stress gradient x * increases with 
increasing total width D (see Table 1). The nominal width and 
the nominal stress were kept constant and hence a larger value 
of D implies that the stress in the remainder of the bar outside 
the notched cross section decreases, //decreases with increasing 
X* for m = 15, because the width effect is suppressed and the 
change of the stressed volume in the notched cross section 
becomes dominant. 

4 Conclusion 

The influence of notches on the reliability of ceramic compo
nents can be assessed using a normalized stress integral. The 
stress-concentration factor ak in the notch root is the most im
portant influencing factor, which implies that notches of differ
ent shapes but similar values of ak yield similar values of the 
stress integral. 
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Assessment of Damage in 
Ceramics and Ceramic Matrix 
Composites Using Ultrasonic 
Techniques 
This paper addresses the application of ultrasonic methods to damage assessment in 
ceramics and ceramic matrix composites. It focuses on damage caused by thermal 
shock and oxidation at elevated temperatures. The damage-induced changes in elastic 
constants and elastic anisotropy are determined by measuring the velocities of ultra
sonic waves in different propagation directions within the sample. Thermal shock 
damage measurement is performed in ceramic samples of reaction bonded silicon 
nitride (RBSN) and aluminum oxide. Thermal shock treatment from different tempera
tures up to 1000°C is applied to produce the microcracks. Both surface and bulk 
ultrasonic wave methods are used to correlate the change of elastic constants to 
microstructural degradation and to determine the change in elastic anisotropy in
duced by microcrack damage. Oxidation damage is studied in silicon carbide fiber/ 
reaction bonded silicon nitride matrix (SCS-6/RBSN) composites. The oxidation is 
done by exposing the samples in a flowing oxygen environment at elevated tempera
tures, up to 1400° C, for 100 hours. Significant changes of ultrasonic velocities were 
observed for composites before and after oxidation. The elastic constants of the 
composites were determined from the measured velocity data. The Young's modulus 
in the fiber direction as obtained from ultrasonic measurements decreases signifi
cantly at 60CPC but retains its original value at temperatures above 1200°C. This 
agrees well with the results of destructive tests by other authors. The transverse 
longitudinal and shear moduli obtained from ultrasonic measurements decrease con
tinually until 1200°C. The results of this work show that the damage-induced aniso
tropy in both ceramics and ceramic matrix composites can be determined successfully 
by ultrasonic methods. This suggests the possibility of assessing damage severity 
using ultrasonic techniques. 

1 Introduction 

The inherent brittleness of ceramic materials often results in 
catastrophic failure due to microcrack damage caused by ther
mal treatment or mechanical loading. The thermal shock micro-
cracking appears because of thermally induced stresses and as 
a result, permanent loss of stiffness and strength occur. A simple 
model describing the strength behavior of ceramic materials as 
a function of thermal shock temperature difference was pro
posed by Hasselman (1969, 1970). However, as shown experi
mentally, the actual behavior depends on the composition and 
the microstructure of the material (Gupta, 1972; Lutz et al., 
1991); in some cases the behavior is very similar to the model, 
but in other cases the predicted behavior hardly appears. 

When the crack size is greater than the ultrasonic wavelength, 
one may consider the crack as a material discontinuity and get 
information on the crack size by measuring waves reflected 
from the crack. On the other hand, when there are multiple 
cracks within one ultrasonic wavelength, the damage is consid
ered as distributed microcrack damage. The appearance of mi
crocracks in the material is similar to the appearance of a second 
phase, which leads to mechanical property (elastic moduli and 
strength) changes. The effective elastic modulus of a cracked 
medium depends on crack shape, density and crack preferred 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute February 25, 1994. Paper No. 94-GT-228. Associate Techni
cal Editor: E. M. Greitzer. 

orientation (Budiansky and O'Connell, 1976; Laws and Brock-
enbrough, 1987). To measure the effective elastic properties of 
a cracked medium, the ultrasonic wavelength used in measure
ment must be greater than the crack size and spacing. The 
measured effective elastic properties of the damaged material 
represent the effect of microcracks (Hefetz and Rokhlin, 1992) 
and can be related to material damage via damage mechanics. 

The fracture resistance of ceramic materials can be improved 
by reinforcing them with continuous fibers. It is known (Evans 
and Marshall, 1988; Prewo, 1988) that the properties of ceramic 
materials reinforced by continuous fibers are dominated by the 
interfaces. However, in a high-temperature environment fiber-
matrix interfaces in ceramic matrix composites often suffer from 
oxidation reactions caused by diffusion of oxygen through the 
matrix. The damage is greater if the matrix contains intercon
nected pores allowing easy oxygen transport to the interface. 
For this reason ceramic matrix composites subjected to thermal 
oxidation treatments may not retain the desired strength and 
toughness (Bhatt, 1989). 

In this study we have applied ultrasonic techniques to assess 
thermal shock damage in ceramics and oxidation damage in 
ceramic matrix composites. By measuring damage-induced 
elastic anisotropy, we aimed to correlate ultrasonic measure
ments with the degradation in mechanical properties of ceramics 
and ceramic matrix composites. 

2 Experimental Approach 
2.1 Samples 
(a) Monolithic Ceramic Samples. The monolithic ceram

ics used in this study were commercial alumina and Si3N4 reac-
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Fig. 1 Schematic diagram of the experimental apparatus for ultrasonic 
determination of elastic constants 

tion bonded silicon nitride (RBSN). The 24 X 24 mm alumina 
samples were 4.7 mm thick and cut from 7.5-cm-dia disks sup
plied by Coors Ceramics. The RBSN ceramic samples were 
6.15 mm thick and approximately 12.8 by 28 mm in size with 
22 percent porosity. 

(b) Ceramic Composite Samples. The SiC/RBSN ce
ramic matrix composite used in this study was a 28-ply unidirec
tional panel with 30 percent fiber volume and 30 percent matrix 
porosity. The sample was approximately 127 by 12.5 mm and 
6.22 mm thick. 

(c) Thermal Shock, and Oxidation Process. Thermal 
shock was applied to the monolithic ceramic samples by first 
slowly heating them to a predetermined elevated temperature, 
then holding at stabilized temperature for at least 15 minutes, 
followed by quenching into ice water. 

The ceramic composite panel was cut into three samples 
for thermal oxidation experiments after the initial ultrasonic 
evaluation had been done. The thermal oxidation treatment is 
applied to the samples by directly heating the samples in flowing 
oxygen for 100 hours at different temperatures. The effect of 
damage due to thermal oxidation was then ultrasonically evalu
ated and results compared with those obtained prior to oxida
tion. 

2.2 Experimental Apparatus. Ultrasonic measurements 
were made in the computer-controlled goniometer shown in 
Fig. 1. Angle resolution and repeatability were better than 0.01 
deg. The water temperature inside the goniometer was stabilized 
at 29.8 ± 0.01 °C. The advantage of this experimental system 
is that both transmitted and reflected ultrasonic signals can be 
measured at oblique incidence using only one transducer. The 
received signal is digitized and averaged by a LeCroy 9400 
125 Mhz digital oscilloscope. The reflected signal was used for 
surface wave velocity measurements. The time delay of the 
transmitted (through the sample) signal is measured as a func
tion of incident angle and is used to calculate wave propagation 
velocities at different refraction angles. 

2.3 Surface Wave Measurements. Due to thermal shock 
numerous microcracks initiate from ceramic sample surfaces. 
Thus a technique for assessment of thermal shock damage initia
tion should be sensitive to property changes in the near surface 
region. For this reason, measurement of the velocity of the 
Rayleigh wave (surface wave with near-surface energy localiza

tion) is used (Hefetz and Rokhlin, 1992). Using Snell's law, 
the Rayleigh wave velocity can be determined by 

VR 
VB 

(1) 

where V0 is the wave velocity in the immersion fluid, VR is the 
Rayleigh wave velocity, and 0R is the Rayleigh critical angle, 
which can be measured by finding the incident angle corre
sponding to the dip in the reflection coefficient curve. 

2.4 Bulk Ultrasonic Measurements. For the bulk prop
erties, a self-referenced bulk wave method (Chu and Rokhlin, 
1992) is utilized. The basic idea of this method is illustrated 
schematically in Fig. 2. The phase velocity at normal incidence 
is measured with high precision by overlapping multiple re
flected signals from the front and back surfaces of the sample. 
The phase velocities in the samples at refraction angle 9r (corre
sponding to the incident angle 0, shown in Fig. 2) are calculated 
using the phase velocity in the normal direction Vn and the time 
delay change for the rotated sample (due to the acoustic path 
length and material velocity changes in the sample at angle 0r 

relative to those at normal incidence): 

Vtl(Br) = 
1 At0 - (Af„ + Afy) cos i 

n + hV„ 

At0,(2Af„ + Ate.) 

Ah2 

with 

. V, sin 0, 
9r = sin ' 

V„ 

(2) 

(3) 

Here V„ is the phase velocity at normal incidence, V„ is the 
sound speed in water, h is the thickness of the sample, At„ = 
2h(l/V0 — 1/V„), and Ate is the difference in the time-of-flight 
measurements between normal incidence and arbitrary oblique 
incidence at incident angle 8. Short pulses (1 to 1.5 periods) 

7.-?* < • — * At° = 2h(vrvJ 
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Fig. 2 Schematic diagram of the self-reference bulk wave method 
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with central frequencies 2.25 or 5 MHz were used in the self-
reference measurements. 

3 Assessment of Thermal Shock Damage 

3.1 Rayleigh Critical Angle Measurements in RBSN Ce
ramics. Thermal shock damage in monolithic RBSN samples 
was measured for different temperatures using the Rayleigh 
critical angle method at different frequencies. A low-frequency 
2.25 MHz transducer was found to give better results because 
of the longer wavelength. As discussed in the introduction, the 
wavelength should be greater than the crack size and spacing 
in order to obtain the effective elastic properties of the damaged 
material. The actual microcrack density in RBSN is difficult to 
measure due to material porosity and inapplicability of the liquid 
penetrant method. Figure 3 shows the measured energy reflec
tion coefficient versus incident angle for different thermal shock 
conditions. The coefficient is defined as ratio of the reflected 
energy flow to the incident wave energy flow. The dips in these 
curves represent the Rayleigh critical angles. From the results 
shown in Fig. 3, one can see that the change in the Rayleigh 
critical angle for thermal shock temperatures above 400°C is 
more than 1 deg (5 percent). At the system resolution (0.01 
deg ), the surface wave method provides sufficient sensitivity for 
determination of early-stage thermal shock microcrack damage. 

We also found that the reduction of the Rayleigh wave veloc
ity due to thermal shock correlates with the ultimate bending 
strength, as shown in Fig. 4, where the Rayleigh wave velocity 
and ultimate bending strength are plotted in the same graph. 
Data for strength are from Bhatt (1988). Although the data for 
strength may vary for materials made in different batches, the 
critical temperature for thermal shock is less affected by the 
manufacturing process. Thus the correlation shown in Fig. 4 
indicates that the Rayleigh critical angle method is useful for 
determining the thermal shock critical temperature correspond
ing to damage initiation. For RBSN ceramics the critical temper
ature for thermal shock is about 400°C. 

3.2 Bulk Ultrasonic Wave Measurements in Alumina 
Ceramics. The surface wave method is suited for surface and 
subsurface damage determination. Previous studies on thermal 

shock damage in alumina (Hasselman, 1970; Gupta, 1972; Hef-
etz and Rokhlin, 1992) have shown that its thermal shock criti
cal temperature is about 200 to 300°C and substantial growth in 
crack density and length begins for thermal shock temperatures 
above 500°C. To measure samples with well-developed micro-
cracks the ultrasonic bulk wave application is appropriate (Hef-
etz and Rokhlin, 1992). Bulk ultrasonic phase velocity measure
ment can be applied to determine the change of macroscopic 
elastic properties. Results from ultrasonic measurements can be 
used to determine the microcrack density using damage models 
or to investigate the applicability of damage theories by compar
ison with their predictions. 

Damaged ceramic samples can be considered as layered me
dia with damaged layers in the surface regions and undamaged 
layers in the center. With increase of thermal shock temperature 
the thickness of the damaged layers increases and finally the 
crack lengths become comparable to the sample thickness. In 
this case, the sample with distributed damage can be considered 
as a homogeneous material with uniformly distributed micro-
cracks. To produce a uniform distribution of microcracks in the 
alumina sample, thermal shock temperatures were set at 600, 
700, and 800°C. Samples were evaluated after thermal shock 
treatment using the bulk ultrasonic wave method described in 
section 2. The microcracks in alumina samples can be visualized 
by liquid penetrants. For the temperatures used, there are three 
to five cracks within one wavelength. The longitudinal wave 
velocity measurements versus refraction angle (angle of devia
tion from the sample surface normal) are shown in Fig. 5. The 
data are given for different thermal shock temperatures and for 
the sample without thermal shock. As one can see, the material 
shows increasing elastic anisotropy as the thermal shock tem
perature increases. 

The preferred orientation of damage, as shown schematically 
in Fig. 6, leads to the appearance of strong elastic anisotropy. 
Strong dependence of velocity on angle of propagation can be 
observed in the thermal shock temperature range tested. The 
ultrasonic velocity in the direction along the crack orientation 
(normal to the sample surface) is weakly dependent on the 
damage. The velocities of waves propagating in directions per
pendicular to the microcracks (higher refraction angle) are 
much more sensitive to the damage. 

The elastic constants of the material have been calculated 
from the experimentally measured velocity using nonlinear 
least-square optimization (Rokhlin and Wang, 1992) to obtain 
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thermal shock temperatures 

the best fit to the solution of the Christoffel equation. The data 
are summarized in Table 1 for normal and shear moduli. One 
can see that for damaged materials the modulus C33, where the 
3 axis is perpendicular to the sample surface, has only a small 
change, while the moduli in the plane parallel to the surface 
( C n and C22) change significantly. Based on these results it can 
be concluded that the cracks from thermal shock are nearly 
normal to the sample surface. It is important that one can infer 
nondestructively the preferred microdamage orientation from 
ultrasonic data. 

4 Damage Modeling and Determination of Micro-
crack Density 

As discussed in the previous section, the thermal shock in
duced microcracks in ceramics are aligned along the sample 
surface normal. It is reasonable to model such cracks as two-
dimensionally oriented slit cracks. To characterize the elastic 
properties of the cracked solid Laws and Brockenbrough (1987) 
introduced the compliance matrix S 

e, = Suaj (4) 

whose elements can be expressed in terms of the dimensionless 

Fig. 6 Schematic Illustration of thermal shock damage 
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crack density £ and the compliance S0 of the nondamaged mate
rial: 

4 
(5) 

The dimensionless crack density £ for slit cracks with width 2a 
and length / is given by 

£ = NaH (6) 

where N is the number of cracks per unit volume. The 6 x 6 
matrix {A} is defined by the average crack energy {$} under 
the averaged loading a: 

[A}' (7) 

For samples with microcracks caused by thermal shock, it is 
reasonable to assume that the cracks are arbitrarily oriented in 
the 1-2 plane (Fig. 6). Assuming the nondamaged material is 
isotropic with Young's modulus E0, Poisson's ratio vot and 
shear modulus G„, the nonvanishing components of the {A} 
matrix are given by (Laws and Brockenbrough, 1987) 

[Ah. = (A}22 = ^ - ^ ; 

; A ) 4 4 = (A}55 = J_ 
2G, 

IA}66 = 2 | I - ^ 

(8) 

(9) 

(10) 

where E, and Ga are the transverse Young's modulus and axial 
shear modulus of the damaged material, respectively. Substitut
ing {A} into Eq. (5) the dimensionless crack density can be 
expressed in terms of the elastic properties of the damaged and 
nondamaged materials: 

i = 
4(1 -E./E.) 

TT2(1 -E,v2
0IE0) 

(11) 

Thus, we can determine the dimensionless crack density £ from 
the Eq. (11) by measuring the elastic properties with and with
out thermal shock. It is clear from Eq. (11) that E, vanishes 
(sample disintegrates) when £ = 4/-7T2, We expect that the 
experimentally determined crack density will not exceed this 
theoretical limit. 

Here we apply the given formulas to determine the crack 
density in alumina samples after thermal shock treatment. The 
elastic properties of the nondamaged sample can be determined 
from the ultrasonic velocities (longitudinal wave velocity VL = 
10.7 km/s and transverse wave velocity VT = 6.2 km/s) and 
the density (3.96 g/cm3). The elastic moduli calculated from 
the ultrasonic velocities and material density are 

E„ = 372 GPa, G„ = 152 GPa, and va = 0.25. 

Using the elastic properties of alumina samples after thermal 
shock from different temperatures in Table 1, we can calculate 
the dimensionless crack density corresponding to different ther-

Table 1 Effect of thermal shock damage on elastic properties of alumina 
samples 

Elastic 
properties 

Without 
thermal shock 

Thermal shock 
at 600 "C 

Thermal shock 
at 700 °C 

Thermal shock 
at 800 °C 

C„, GPa 453 450 427 355 
CM, GPa 453 450 427 355 
C33, GPa 453 439 446 436 
GAi, GPa 152 136 133 127 
C55, GPa 152 136 133 127 
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Fig. 7 The dimensionless crack density determined from ultrasonic data 
versus the thermal shock temperature 

mal shock temperatures. Results of this calculation are shown 
in Fig. 7 where the dimensionless crack density is plotted as a 
function of thermal shock temperature. As can be seen, the 
crack density increases rapidly as the thermal shock temperature 
increases. Since the dimensionless crack density is defined in 
terms of the number of cracks per unit volume and the crack 
size, it is clear that its increase may be due either to increase 
in the number of cracks or to crack growth. 

The ultrasonically measured elastic properties of cracked 
samples and those calculated using the damage model are shown 
in Fig. 8(a, b) for the transverse Young's modulus E, and axial 
shear modulus Ga, respectively. In both figures the results are 
normalized to the moduli of the nondamaged material. The solid 
line is the calculated elastic modulus of the damaged material 
as a function of the dimensionless crack density £ used in the 
damage model. The square points correspond to experimentally 
determined transverse (to the crack surfaces) moduli of the 
damaged samples. The good fit in Fig. 8(a) for the transverse 
Young's modulus is not surprising since the crack density has 
been found from experiment using the same model. 

The results for the axial shear modulus are shown in Fig. 
8(b). Two independent measurements using Rayleigh critical 
angle measurements (triangles; Hefetz and Rokhlin, 1992) and 
bulk wave velocity measurements (squares) are shown. As one 
can see the experimental results obtained from the two different 
measurements (bulk and Rayleigh angle methods) agree well. 
The ultrasonically determined axial shear moduli agree with 
those calculated using the damage theory but there is a system
atic shift between these two at different crack densities. The 
reason for this difference may be due to microcrack branching, 
whereas the model assumes plane cracks vertically oriented. 
The crack branching effect also appears in the reduction of the 
elastic constant in the crack preferred direction, C33 (see Table 
1), of the damaged samples, which is not expected for vertical 
cracks. Thus, the difference is primarily due to the simplified 
crack geometry in our model. 

5 Ultrasonic Assessment of Thermal Oxidation Dam
age 

SCS-6/RBSN composites are composed of CVD SiC fibers 
(SCS-6 from Textron), porous RBSN (Si3N4) matrix, and a 
carbon-rich coating as the interface between fiber and matrix. 
The CVD SiC fiber has a complex microstructure with a graph

ite-coated carbon core in the center surrounded by a transition 
zone and then a layer of /3-SiC. The carbon-rich coating on the 
fiber surface is basically a mixture of graphite carbon and fine 
SiC particles. The RBSN matrix (Si3N4) has 20 to 40 percent 
porosity and a small amount of unreacted silicon. Most pores 
in the matrix are interconnected, which allows the oxygen to 
reach the fiber-matrix interface. Apparently high-temperature 
oxidation of the carbon coating may occur, leading to debonding 
of the fiber/matrix interfaces. Bhatt (1989) demonstrated that 
the strength and stiffness of SCS-6/RBSN composites are se
verely reduced after oxidation at different temperatures due to 
this phenomenon. We will demonstrate below that ultrasonic 
waves can be a powerful tool for assessing oxidation damage. 

The as-received composite sample was evaluated prior to the 
oxidation study. The ultrasonic velocities in the as-received 
composite are shown by squares in Fig. 9. The elastic constants 
obtained from the measured velocity data are given in Table 2. 
After the initial ultrasonic measurement, the sample was cut 
into three pieces for thermal oxidation at different temperatures. 
The temperatures for thermal oxidation of these samples were 
600, 1200, and 1400°C, respectively. The samples after heat 
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constants. 

treatment in flowing oxygen for 100 hours were evaluated using 
the bulk ultrasonic wave method. A 2.25 MHz transducer was 
used for all the samples. The low frequency was selected to 
reduce ultrasonic attenuation. 

As an example, Fig. 9 shows the comparison between the 
ultrasonic measurements of phase velocities for both quasi-lon
gitudinal and quasi-shear waves before and after oxidation at 
1400°C. Significant changes in phase velocities and angular 
dependence occur for both waves due to oxidation damage. 

The elastic properties of samples oxidized at different temper
atures were obtained from velocity data. The elastic constants 
and the density determined before and after oxidation are given 
in Table 2. Bhatt (1989) showed that at higher oxidation tem
peratures a layer of oxide diffusion barrier is formed on the 
surfaces of the samples. This minimizes the diffusion of oxygen 
through the pores. This is also supported by our density data 
indicating that impregnation of pores by water in the immersion 
test is significantly reduced after oxidation at temperature above 
1200°C. Using elastic constants for samples oxidized at different 
temperatures, one can calculate the axial Young's modulus £\ 
given in the last row of Table 2. The effect of thermal oxidation 
on the Young's modulus in the fiber direction is shown in Fig. 

10 where the circular points are results of tensile tests reported 
by Bhatt (1989) and the rectangular points are results of ultra
sonic measurements. As one can see, the agreement between 
these two results is good. 

Two possible mechanisms for changes of the elastic moduli 
are suggested by Bhatt (1989). One is oxidation of the fiber 
surface coating and the other is oxidation of the carbon core. 
According to Bhatt, the oxidation of the carbon core at tempera
tures beyond 400°C extends at least 20 mm from the sample 
ends. Oxidation of the fiber coating was found at 600 and 
1000°C in the cross section 25 mm from the sample ends. The 
stiffness of the fiber-matrix interface affects mostly the compos
ite transverse and shear stiffnesses, and has very little effect on 
the composite longitudinal stiffness. Thus the ultrasonic results 
suggest that the dominant effect on the reduction of the trans
verse moduli C22 and C33 listed in Table 2 should be the oxida
tion of the fiber coating. 

It has been shown (Chu and Rokhlin, 1992) that stiffnesses 
of the carbon core and the fiber coating are much lower than 
the stiffnesses of the RBSN matrix and the SiC fiber shell. Thus 
even though their volume fraction is about 5 to 6 percent of 
the composite, their contribution to the composite longitudinal 
stiffness is minor. The observed composite longitudinal stiffness 
reduction may be caused by fiber degradation due to oxidation. 
This degradation was observed by Bhatt (1989) for the reduc
tion in the fiber tensile strength under the same oxidation condi
tions. If the fiber rnodulus has a similar reduction as the strength, 
it would explain the composite longitudinal stiffness reduction. 
In this case the SiC fibers in our experiment were degraded at 
600°C by oxidation, while this degradation was prevented at 
higher temperature due to formation of an oxide layer on the 
sample surfaces. 

Another possible explanation of the reduction of the compos
ite longitudinal stiffness (Fig. 10) in the intermediate tempera
ture range of oxidation is the loss of interfacial bonding due to 
oxidation of the interphasial layer and thus elastic coupling 
between fibers and matrix. The retention composite longitudinal 
stiffness at higher temperatures of oxidation (above 1200°C) 
may be caused by the formation of bridging interlocks between 
fibers and matrix due to the reaction product Si02 . Gravitometry 
study on oxidation of SiC/RBSN composites (Bhatt, 1989) 
showed that substantial weight gain was found for composites 
oxidized at temperatures above 1000°C while no weight gain 
was found for composites oxidized at intermediate tempera
tures. Also recent studies (Kooner et al., 1993; Tortorelli et al., 
1993) have shown experimental evidence for the formation of 
such interphasial oxide bridges in Si-based ceramic composites 
after oxidation. Partial fiber to matrix bonding by bridges leads 
to transfer of longitudinal loading from matrix to fibers, thus 
maintaining longitudinal stiffness. This is analogous to small 
sensitivity to cracks of the longitudinal waves (Fig. 5) propagat
ing along the crack direction (0° in Fig. 5). On the other hand, 

Table 2 Properties of SCS-6/RBSN composites before and after 100 
hour oxidation at different temperatures 

Conditions/ 
properties 

Before 
oxidation 

Oxidized 
at 600 "C 

Oxidized 
at 1200 °C 

Oxidized 
at 1400 °C 

Density (dry) g/cc 2.51 2.48 2.55 2.50 
Density (wet) g/cc 2.70 2.68 2.58 2.59 

Cxx (GPa) 207 161 203 203 
C22 (GPa) 118 87.7 67.5 78.6 
C33 (GPa) 120 79.4 55.4 66.6 
Cn (GPa) 32.3 N/A N/A 20.1 
C13 (GPa) 32.0 28.9 15.9 20.1 
C23 (GPa) 33.4 N/A N/A 17.9 
C« (GPa) 40.1 N/A N/A 26.3 
C65 (GPa) 45.2 24.0 24.4 30.6 
Cee (GPa) 43.4 N/A N/A 31.2 
Ei (GPa) 193 145 194 193 
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Fig. 10 The reduction of composite longitudinal Young's modulus as a 
function of oxidation temperatures 

the ultrasonic waves are very sensitive to fiber/matrix debond-
ing in the transverse direction, which is reflected in a significant 
reduction of transverse and shear moduli at all oxidation temper
atures. 

6 Summary 
This study focuses on ultrasonic assessment of the effects 

of thermally induced damage on ceramics and ceramic matrix 
composites. Ultrasonic bulk and surface wave methods were 
used to assess thermal shock damage in ceramics and thermal 
oxidation damage in ceramic matrix composites. The assess
ment of microcrack damage in ceramics is based on measure
ments of damage-induced elastic property changes. In the initial 
stages of the damage when microcracks initiate from the sample 
surface, the ultrasonic surface waves are used. These measure
ments can estimate the thermal shock critical temperature and 
correlate the stiffness reduction to the ultimate strength of the 
sample. For severely damaged materials, bulk waves are used 
to measure the damage-induced elastic anisotropy, which relates 
to microcrack density and orientation. 

For ceramic matrix composites oxidized at elevated tempera
tures for 100 hours, significant changes in both shear and longi

tudinal velocities are observed. Variation of elastic constants 
obtained by ultrasonic measurements suggests that the dominant 
mechanism for the reduction of the transverse and shear proper
ties is oxidation of the fiber-matrix interface. The reduction of 
the longitudinal stiffness appears to be influenced by degrada
tion of SiC fibers. It was demonstrated that ultrasonic measure
ments show good correlation with the results of destructive 
methods in thermal shock and oxidation damage assessment. 
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Application of SPSLIFE to 
Preliminary Design Evaluation 
and Life Assessment of CSGT 
Components 
The Ceramic Stationary Gas Turbine (CSGT) Program has utilized the SPSLIFE 
computer code to evaluate the preliminary design of ceramic components. The CSGT 
program is being performed under the sponsorship of the United States Department 
of Energy, Office of Industrial Technology, to improve the performance of stationary 
gas turbines in cogeneration through the selective replacement of hot section compo
nents with ceramic parts. Preliminary design evaluation and life assessment results 
are presented here for the following components: (J) Stage 1 turbine blade, (2) 
Stage 1 turbine nozzle, and (3) combustor inner liner. From the results of the analysis, 
recommendations are made for improving the life and reliability of the components. 
All designs were developed in Phase I (preliminary design) of the CSGT program 
and will be optimized in Phase II (detail design) of the program. 

Introduction 

The widespread use of ceramics has been limited by concerns 
about reliability and life. Several strategies have been employed 
to address these issues. Clean room environments during pro
cessing have reduced the presence of inclusions. Hot isostatic 
pressing has reduced the size of internal voids. Sophisticated 
in-process inspection procedures and component proof testing 
have helped to eliminate defective components. Despite consid
erable progress in these areas, however, the relatively low frac
ture toughness of ceramics results in critical flaw sizes that 
are generally too small to be detected reliably, and it becomes 
necessary to resort to statistical analysis to evaluate the interac
tion of the stress distribution in the component with the postu
lated flaw distribution. 

The gas turbine design engineer with conventional metallic 
component design experience is accustomed to working with 
fixed, deterministic design criteria: a set of rules evolved over 
time to ensure that operation under all loading conditions is 
safe, given the prescribed service design life required for a 
competitive offering in the marketplace. Acceptable maximum 
design stresses are identified, and the designer uses these limits 
for conceptualizing a safe metallic component. With ceramics, 
however, the design criteria for fast fracture and slow crack 
growth failure modes are statistical in nature, requiring the ana
lytical assessment of component life and reliability. The opti
mum design of highly stressed ceramic components thus be
comes an iterative process, where the mechanical designer ini
tially conceptualizes a preliminary design, which will require 
modifications based on the results of the stress, life, and reliabil
ity analyses. 

Ceramic component survival probabilities should be specified 
by the turbine designer prior to component design. The issue 
of what constitutes an acceptable survival probability will be 
addressed by selecting survival probability levels that are con
sistent with data taken from current production metallic field 
engines. 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute February 26, 1994. Paper No. 94-GT-420. Associate Techni
cal Editor: E. M. Greitzer. 

SPSLIFE Computer Code 

To improve the process of preliminary design evaluation and 
life assessment, the Ceramic Stationary Gas Turbine (CSGT) 
program (Van Roode et al., 1994) has utilized the proprietary 
"SPSLIFE" computer code developed by Sundstrand Power 
Systems. SPSLIFE is a user-friendly, interactive program for 
the evaluation of ceramic turbine engine components (Bome-
misza and Saith, 1994). The program is used for materials 
selection, design evaluation, and life assessment. 

Figure 1 shows how the SPSLIFE program links structural 
analysis (finite element) files and materials data files with life 
assessment modules for different modes of failure to provide 
quantitative estimates of component life and survival probabil
ity. Stress, temperature, and geometry data are extracted from 
the structural analysis files. Temperature-dependent material pa
rameters such as characteristic strength and Weibull modulus, 
slow crack growth constants, creep and oxidation data are ex
tracted from the materials files. The analysis produces presenta
tion quality Design Assessment Maps (DAM) depicting stress 
and temperature distributions for the components together with 
design envelopes for fast fracture, slow crack growth, creep and 
oxidation. Cyclic fatigue, proof testing, and wear modules are 
also planned. 

SPSLIFE Design Assessment Maps are component-specific, 
and provide a graphic overview of the design evaluation results. 
The maps are based on the "fracture map" concept discussed 
in the ceramics literature (Quinn and Wiederhom, 1993), and 
follow the general layout previously published (Soma et al., 
1987). The stress/temperature distributions plotted on the 
SPSLIFE DAMs are derived from finite element nodal values, 
as distinct from other element locations such as integration 
points. The results presented in this report use an oxidation 
analysis model based on previous work in this area (Soma 
et al., 1987), and a creep model published in the literature 
(Wiederhom et al., 1991). The fast fracture model uses en
hanced uniaxial Weibull methodology (Weibull, 1951) distin
guishing between three different categories of flaws: internal or 
"volume" flaws, as-fired surface flaws, and machined surface 
flaws. The slow crack growth or static fatigue model uses Ev-
ans-Wiederhom methodology (Wiederhom, 1974) again dis
tinguishing between internal flaws, as-fired surface flaws, and 
machined surface flaws. The program requests separate materi-
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Fig. 1 SPSLIFE design concept 

als data file entries for each category of flaws to ensure that 
proper attention is given to surface properties. 

For fast fracture and for slow crack growth, three design 
envelopes are shown on the Design Assessment Map corre
sponding to three different survival probabilities; any nodes 
above and to the right of these contours show that the design 
goal is not being met. For reference, independently derived 
component fast fracture and slow crack growth survival proba
bilities using the NASA CARES and CARES/LIFE codes are 
shown in the top right hand corner of SPSLIFE Design Assess
ment Maps. Further information on the NASA programs can 
be obtained in other NASA publications (Nemeth, 1993). 

Application to CSGT Program 
Results for three CSGT components are presented in this 

paper: 

• Stage 1 turbine blade 
• Stage 1 turbine nozzle 
• Inner combustor liner 

Two scenarios are evaluated for the turbine blade, four sce
narios for the turbine nozzle, and three designs for the inner 
combustor liner. The analyses are based on component finite 
element models that were created in Phase I of the CSGT pro
gram, and should be considered preliminary in nature. The pre
liminary finite element models are relatively coarse, for the 
purpose of rapidly obtaining "first-cut" results. It should also 
be noted that the analysis results have not been adequately 
calibrated against test data at the time of writing. Stress data 
from the finite element analyses, as well as the temperature 
ranges used, are listed in Table 1. All stress results are linear 
elastic, representative of engine steady-state conditions at 
1121CC (2050°F) turbine rotor inlet temperature and 14,950 
rpm. 

Blade Design Evaluation and Life Assessment 
The leading candidate for the root attachment of the turbine 

blade has evolved as a conventional "dovetail" design, such 
as that used on several other external ceramic programs. The 
airfoil is the same as the current production engine, but solid 
and uncooled, instead of using internal cooling passages. Two 
scenarios were evaluated for this design, and are presented be
low. In the first scenario, the blade root is machined, and the 
airfoil is in the as-fired condition. This is referred to as Condi
tion 1. In the second scenario, the entire surface of the blade is 
machined, designated as Condition 2. For both scenarios, the 
blade material evaluated is a commercial silicon nitride material, 
designated as Material A. Separate material properties are en
tered for as-fired and machined surfaces. 

The temperature map and the stress map of the dovetail blade 
are shown in Figs. 2(a) and 2(b) respectively. The Design 
Assessment Map for Material A, Condition 1, is shown in 
Fig. 3. 

Interpretation of SPSLIFE Design Assessment Maps. De
sign envelopes for the primary failure modes, fast fracture, slow 
crack growth, creep, and oxidation can be identified in the map 
legend, and are represented by solid, dash, dash-dot, and dot 
line types, respectively. The vertical location of these lines is 
dependent upon both a user-defined reliability required by pro
gram goals, and the stress distribution within the component. 
(It should be emphasized that the solid lines and dashed lines 
bear no relationship to the vertical stress scale; the designer is 
simply interested in the proximity of the stress/temperature 
points with the failure envelope). For this reason the lines, or 
failure envelope, can be described as "component specific," 
and cannot be set without a detailed knowledge of the stress 
spectrum within the part. 

The three solid lines represent fast fracture failure contours 
for three preselected component survival probabilities derived 
from program design objectives. The fast fracture failure equa
tion is satisfied only for the contour that passes through the 
highest stress node point. It may be that the highest stress node 
point does not pass through one of the three lines. In that case, 
the user can estimate the survival probability by examining the 
relative location of the highest stress node point with respect 
to the three contours. 

For a single reliability, the probabilistic summation of effec
tive volume, effective machined surface area, and effective as-
processed surface area of the component is calculated, using 
the respective material characteristic strength and Weibull mod
uli of all three flaw conditions in the calculations. The fast 
fracture survival probability of the component, for example, is 
estimated by visually examining the location of the highest 
stress points with respect to the solid lines. The diamonds and 
circles on the map represent the maximum nodal principal stress 
and temperature values throughout the component based on the 
ANSYS finite element stress analysis. The diamonds represent 
surface nodes, and are superimposed on the circles, which repre
sent volume nodes. The fast fracture survival probability pre
dicted by the NASA CARES program is also shown for refer
ence on the top right-hand corner of the map. NASA CARES 
results are frequently used for quantitative work. A value of 0.8 
was used for the Shetty constant in the CARES analysis. 

Similarly, the three dashed lines represent the slow crack 
growth failure contours. Again, these are based upon the proba
bilistic summation of effective volume, effective machined sur
face area, and effective as-processed surface area of the compo
nent, as for the solid lines. The slow crack growth survival 
probability of the component is estimated by visually examining 
the location of the highest stress points with respect to the 
dashed lines. Again, it should be emphasized that the vertical 
scale does not apply to the dashed lines representing the slow 
crack growth envelopes. The slow crack growth survival proba
bility predicted by the NASA CARES/LIFE program is also 
shown for reference on the top right-hand corner of the map. 
CARES/LIFE results have been used for quantitative assess
ments. A value of 0.8 was used for the Shetty constant in the 
CARES/LIFE analysis. 

The creep line represents the stress-temperature envelope 
for a 30,000 hour creep life, which is the current design "life" 
for the CSGT program. When all the diamonds and circles are 
to the left of and below this line, the component is assessed to 
have adequate reliability in the creep mode. Predicted creep life 
for the component can be seen on the right-hand side of the 
map. 

Similarly, the oxidation line represents the stress-tempera
ture limit for a 30,000 hour oxidation life. When all the dia
monds and circles are to the left of and below this line, the 
component is assessed to be safe in the oxidation mode. Pre
dicted oxidation life for the component is shown on the right-
hand side of the map. 
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Table 1 General component descriptions 

Component Material 

FE Model: Number or 
Brick Element! 

(Shell Surface Element!) Temperature 
Range 

Surface Streit 
MPa 
(kil) 

Internal Siren 
MPa 
(kit) 

Turbine Blade Silicon Nitride (A) 2042 
(1849) 

650 °C - 1090 r 
(1200 "F - 2000 °F) 

173 
(25.6) 

186 
(27) 

Turbine Nonle 
Silicon Nitride (A) 

Silicon Carbide (B) 

3522 
(5475) 

834 °C- 1291 °C 
(1534 °F-2356°F) 

234 
(34) 

317 
(46) 

241 
(35) 

324 
(47) 

Axial Tile Silicon Carbide (B) 392 
(560) 

1010 °C - 1365 °C 
(1850 °F-2490°F) 

189 
(27.4) 

191 
(27.7) 

Integral Inner Liner Silicon Carbide (B) 4480 
(5120) 

1010 °C- 1365 "C 
(1850 °F - 2490 °F) 

198 
(28.7) 

197 
(28.6) 

4-Ring Inner Liner Silicon Carbide (B) 4480 
(4160) 

1010 °C- 1365 °C 
(1850 °F-2490 , ,F) 

75 
(10.9) 

78 
(113) 

DAM for Turbine Blade, Material A, Condition 1. This 
scenario represents the dovetail blade in the standard condition, 
with machined blade root and the airfoil in the as-fired condi
tion. The Design Assessment Map for this scenario is shown in 
Fig. 3. The map is plotted for a design life of 30,000 hours, 
and assumes that the blade is made from a commercial silicon 
nitride material designated as Material A. 

The creep line represents the boundary for a 30,000 hour 
creep life. Since all the diamonds and circles are to the left of 
and below this line, the component is assessed to be safe in the 
creep mode. Creep life for the component is assessed to be 
greater than one billion hours. The oxidation line represents the 
boundary for a 30,000 hour oxidation life. Since all the dia
monds and circles are to the left of and below this line, the 

component is assessed to be safe in the oxidation mode. Oxida
tion life for the component is assessed to be greater than one 
billion hours. However, it should be noted that the oxidation 
life numbers are based on generic silicon nitride data as suitable 
oxidation data for Material A were not available. 

The solid lines correspond to cumulative fast fracture survival 
probabilities of 99.0, 99.5, and 99.9 percent, respectively. The 
SPSLIFE estimate for the fast fracture survival probability of 
the blade is 99.8 percent. The fast fracture survival probability 
predicted by the NASA CARES program for the blade is 99.73 
percent. The dashed lines correspond to cumulative slow crack 
growth survival probabilities of 99.0, 99.5, and 99.9 percent, 
respectively, for each blade. The SPSLIFE estimate for the slow 
crack growth survival probability is 99.0 percent. The slow 

(A) Temperature Map (B) Stress Map 

Fig. 2 Finite element maps of the ceramic dovetail blade 
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Fig. 3 Design assessment map for ceramic dovetail blade: Material A, 
condition 1 

crack growth survival probability predicted by CARES /LIFE 
is 98.07 percent. CARES/LIFE results have been used for quan
titative assessment. 

Due to lack of more specific data for different flaw popula
tions, the analysis uses the same temperature-dependent slow 
crack growth parameter values for the three flaw populations 
defined above. The eventual effect of engine environment on 
slow crack growth parameters is not represented by the materi
als data. These conditions apply to all the designs described in 
this paper. 

DAM for Turbine Blade, Material A, Condition 2. Fig
ure 4 shows the Design Assessment Map for the fully machined 
dovetail blade. This is an analysis that assumes all as-processed 
surfaces on the blade have been machined to obtain typical 
' 'as-machined'' properties. This map is drawn with preselected 
probabilities of survival of 99, 99.9, and 99.99 percent. Results 
represent the upper bound survival probabilities achievable by 
grinding or by abrasive flow machining. SPSLIFE survival 
probabilities for each blade are greater than 99.99 percent in fast 
fracture and in slow crack growth. The CARES /LIFE survival 
probability is higher than in Condition 1, increasing to nearly 
100 percent in fast fracture, and to 99.99 percent in slow crack 
growth. 

Blade Summary. The dovetail blade with machined root 
and as-fired airfoil surfaces looks marginal in slow crack 
growth. This weakness is eliminated by fully machining the 
blade. However, a more practical alternative may be to select 
a blade material that has better surface strength and/or better 
slow crack growth properties. Alternative silicon nitride materi
als are being examined to meet these requirements. Also, at
tempts are under way to reduce the stresses in the airfoil to 
acceptable limits. 

Nozzle Design Evaluation and Life Assessment 
The preliminary temperature and stress maps of the turbine 

nozzle are shown in Figs. 5 (a) and 5 (b), respectively. Attempts 
to lower the stress levels at the airfoil trailing edge centered 
on cutbacks at the trailing edge. From a preliminary design 
perspective, removal of a few elements at the trailing edge was 
a quick method of investigating this approach. The resulting 
stress map is shown in Fig. 5(c). 

The turbine nozzle was evaluated for two materials: a com
mercial silicon nitride material previously designated as Mate
rial A, and a commercial silicon carbide material designated as 
Material B. In addition, several scenarios were run to study the 
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impact of successfully lowering the maximum nozzle stress to 
138MPa(20ksi). 

DAM for Turbine Nozzle, Material A. The Design As
sessment Map for the nozzle using Material A is shown in Fig. 
6. The map is plotted for a design life of 30,000 hours. Several 
diamonds and circles are above the creep envelope, indicating 
that the component has unacceptable reliability in the creep 
mode. Creep life for the component is assessed to be 4100 
hours. The solid lines correspond to SPSLIFE cumulative fast 
fracture survival probabilities of 90.0, 95.0, and 99.0 percent, 
respectively, for each nozzle segment. The SPSLIFE Design 
Assessment Map shows that the nozzle is assessed to be safe 
at these probability levels. The fast fracture survival probability 
predicted by the NASA CARES program for each nozzle seg
ment is 99.97 percent. The dashed lines show that the nozzle 
has unacceptable reliability in slow crack growth. CARES/ 
LIFE shows slow crack growth survival probability of 1.76 
percent. 

DAM for Turbine Nozzle, Material A at 138 MPa (20 
ksi). An analysis was performed to determine the impact of 
successfully lowering the maximum stress in the nozzle to 20 
ksi. A load factor of 0.57 was applied to the stress spectrum in 
the above model. The Design Assessment Map for this analysis 
is shown in Fig. 7. The map is plotted for a design life of 30,000 
hours. For the peak stress of 138 MPa (20 ksi), the component 
is safe in the creep and oxidation modes. Creep life for the 
component is assessed to be 378,000 hours, and oxidation life 
is assessed to be greater than one billion hours. Fast fracture is 
also not a problem. The fast fracture survival probability for 
each nozzle segment approaches 100 percent. However, the 
nozzle segment is marginal in slow crack growth. The slow 
crack growth survival probability predicted by the CARES/ 
LIFE program for each nozzle segment is 98.24 percent. 

DAM for Turbine Nozzle, Material B. The Design As
sessment Map for the silicon carbide pinned nozzle is shown 
in Fig. 8. The map is plotted for a design life of 30,000 hours. 

The stresses are higher than for the silicon nitride nozzle, as 
shown in Table 1. However, this material is more resistant to 
creep. Creep life for the component is assessed to be 1,193,000 
hours. An oxidation analysis was not performed due to lack of 
adequate data. However, the component is expected to be safe 
in this failure mode. The solid lines show that the nozzle seg
ment has slightly less than 90 percent probability of survival in 
fast fracture, which is assessed to be unsafe. The fast fracture 
survival probability predicted by the NASA CARES program 

Fig. 4 Design assessment map for ceramic dovetail blade: Material 1, 
condition 2 
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(A) Temperature Map 

(C) Stress Map (Nozzle With Cutbacks) 

Fig. 5 Finite element maps of the ceramic nozzle 

for each nozzle segment is 89.41 percent. The dashed lines 
show that the nozzle is not safe in slow crack growth. The 
slow crack growth survival probability predicted by the NASA 
CARES/LIFE program for each nozzle segment is 60.53 per
cent. 

DAM for Turbine Nozzle, Material B at 138 MPa (20 ksi). 
As with Material A an analysis was performed to determine the 
impact of successfully lowering the maximum stress in the noz-
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Fig. 6 Design assessment map for ceramic nozzle: Material A 
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Fig. 9 Design assessment map for ceramic nozzle: Material B, maxi
mum stress reduced to 20 ksi 

zle to 20 ksi. A load factor of 0.43 was applied to all the stresses 
in the above model. The Design Assessment Map for the analy
sis is shown in Fig. 9. The map is plotted for a design life of 
30,000 hours. 

Creep life for the component increases to 21,486,000 hours. 
The solid lines show that fast fracture is no longer a problem. 
The fast fracture survival probability predicted by the NASA 
CARES program for each nozzle segment approaches 100 per
cent. The dashed lines show that the nozzle is also safe in 
slow crack growth. The slow crack growth survival probability 
predicted by the NASA CARES/LIFE program for each nozzle 
segment is 99.98 percent. 

Nozzle Summary. The turbine nozzle encounters high 
stresses at high temperatures, and is a challenging component 
to design. The silicon nitride version of the nozzle is marginal 
in creep and unsafe in slow crack growth. The silicon carbide 
version, on the other hand, is unsafe in fast fracture and in slow 
crack growth. The 138 MPa (20 ksi) analyses show that if the 
maximum stress is lowered to 20 ksi, the silicon nitride nozzle 
would still be marginal in slow crack growth. The silicon car
bide nozzle would be safe at 20 ksi; however, it is harder to 
reduce the maximum stress to 20 ksi for silicon carbide than 
for silicon nitride due to the higher elastic modulus of silicon 
carbide. 

Two recommendations emerge from these results: (;') select 
a material that has a better combination of fast fracture, slow 
crack growth, and creep properties, and (»') investigate design 
improvements to lower the stresses and/or temperatures while 
minimizing effect on performance. Both directions are being 
pursued in Phase II of the CSGT program. 

Combustor Liner Design Evaluation and Life Assess
ment 

The CSGT combustor has been developed to fit the produc
tion Centaur 60 SoloNOx gas turbine and incorporates three 
ceramic liner designs, which represent the hot cylindrical wall 
surfaces of the combustor. The uncooled 1200°C (2200°F) ce
ramic liner walls will enable the combustion system to demon
strate operation in a stable lean firing condition sufficient to 
produce NOx emissions less than 10 ppmc while maintaining 
less than 50 ppmc carbon monoxide (CO). Designing with 
ceramic materials combines the application of two major advan
tages in combustor technology: (£) more efficient air flow man
agement, and (») lower emissions. The ceramic portion of the 
liner uses less cooling air, leaving relatively more available for 

exit profile and pattern factor trimming while the ceramic liner 
itself runs much hotter. The hot ceramic wall will reduce the 
formation of CO and unburned hydrocarbons, which are caused 
by local film cooling flows admitted through conventionally 
cooled liner walls. 

There are three ceramic insert designs for the CSGT combus
tor, all utilizing a "rolling friction" interface system at the 
endwalls of the subassembly inserts to accommodate the ther
mal expansion mismatch between the metal support structure 
and the ceramic liner. One of the three designs uses monolithic 
ceramic inserts with the outer and inner liner surfaces divided 
into tiles which extend axially between each end wall. The 
current design utilizes 24 tiles circumferentially for the outer 
liner and 12 tiles for the inner liner. The SPSLIFE analysis has 
used an earlier inner liner model utilizing only 10 tiles. It should 
be noted that the analysis results for the tile option are for one 
tile only. As such, the survival probability will reflect the 
smaller area and volume of the individual tile. The tiles are 
interlocked by features ground into the edges of the tiles. At 
the end walls the tiles are retained as with the ring design where 
the ceramic ball bearings load directly to the monolithic part. 

The second of the three designs utilizes a simple continuous 
(integral) tube concept for both the inner and outer liner. The 
third design approach uses monolithic ceramic ring segments, 
which can be represented by cutting the inner integral tube in 
the second design, into four separate axial rings each 2 in. long. 
The rings are configured to accept rolling elements directly at 
the endwalls and have a shiplap edge design for piloting adja
cent segments. 

The three liner designs offer a necessary degree of flexibility 
and variation necessary at this time, since it is unclear which 
will prove to be the most successful. The system that exhibits 
superior performance and satisfies the design intent will be 
selected for the 4000 hour field test. 

DAM for Axial Combustor Tile, Material B. The temper
ature and stress map of an axial tile is shown in Fig. 10. The 
axial tile was evaluated using a silicon carbide material desig
nated as Material B. The two large surfaces of the tile were 
assumed to be in the as-fired condition; the four sides and 
mating surfaces were assumed to be in the machined condition. 

The Design Assessment Map for this scenario is shown in 
Fig. 11. The map is plotted for a design life of 30,000 hours. 
The component is safe in the creep mode. Creep life for the 
component is assessed to be 1,872,000 hours. An oxidation 
analysis was not performed due to lack of adequate data. The 
solid lines show that the tile has approximately 99 percent prob
ability of survival in fast fracture. The fast fracture survival 
probability predicted by the NASA CARES program for each 
tile is 99.13 percent. The dashed lines show approximately 96 
percent probability of survival per tile in slow crack growth. 
The slow crack growth survival probability predicted by the 
NASA CARES/LIFE program for each tile is 97.59 percent. 

DAM for Integral Inner Combustor Liner, Material B. 
The stress map of the integral inner combustor liner is shown 
in Fig. 12. The two large surfaces of the liner were assumed to 
be in the as-fired condition, and the two ends were assumed to 
be in the machined condition. The Design Assessment Map for 
this scenario is shown in Fig. 13. The map is plotted for a design 
life of 30,000 hours. The creep line shows that the component is 
safe in the creep mode. Creep life for the component is assessed 
to be 315,000 hours. An oxidation analysis was not performed 
due to lack of adequate data. The solid lines show that the liner 
is unsafe in fast fracture. The fast fracture survival probability 
predicted by the NASA CARES program for the liner is 46.85 
percent. The dashed lines show that the liner is also unsafe in 
slow crack growth. The slow crack growth survival probability 
predicted by the NASA CARES/LIFE program for the liner is 
7.19 percent. 
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Fig. 12 Finite element stress map of an integral ceramic combustor 
liner: Material B 

Fig. 10 Finite element map of a ceramic axial combustor tile: Material B 

DAM for Four-Ring Inner Combustor Liner, Material B. 
The stress map of the four-ring inner combustor liner is shown 
in Fig. 14. The two large surfaces of the liner were assumed to 
be in the as-fired condition, and the two ends were assumed to 
be in the machined condition. The Design Assessment Map for 
this scenario is shown in Fig. 15. The map is plotted for a design 
life of 30,000 hours. The creep line shows that the component is 
very safe in the creep mode. Creep life for the component is 
assessed to be 11,220,000 hours. An oxidation analysis was not 
performed due to lack of adequate data. The solid lines show 
that the liner is very safe in fast fracture. The fast fracture 
survival probability predicted by the NASA CARES program 
for the liner approaches 100 percent. The dashed lines show 
that the liner is also very safe in slow crack growth. The slow 
crack growth survival probability predicted by the CARES/ 
LIFE program for the liner also approaches 100 percent. 

Combustor Summary. The four-ring inner combustor 
liner design has lower stress levels than the axial tile design 
and the integral inner liner design. As a result, this design has 
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a higher calculated reliability. The probability of survival in 
slow crack growth is nearly 100 percent, and creep life is also 
not perceived as a problem. However, the feasibility of making 
such a large ring out of a commercial silicon carbide material 
needs to be examined. Reaction-bonded Si-SiC material should 
also be evaluated for this design. The axial tile design is mar
ginal in slow crack growth, due primarily to the low characteris
tic strength and Weibull modulus of material B. The integral 
inner combustor liner has low probability of survival in slow 
crack growth. This design is not recommended for monolithic 
ceramics. 

Summary 
The dovetail blade design appears to satisfy the design objec

tives. However, material A is marginal in slow crack growth 
for this application. Data on slow crack growth are limited at 
the present time, especially for low-stress, high-time regimes. 
As more test data are accumulated, a more accurate assessment 
of the slow crack growth phenomenon will be made. 

The turbine nozzle experiences high stresses at the trailing 
edge due to the severe combustor "hot spot" radial profile, 
resulting in high-temperature gradients. Both Material A and 
Material B do not meet the life requirements of the current 
design. At the time of writing, design improvements are being 
investigated as a result of the DAM results, to lower the airfoil 
stresses to a level that achieves the design reliability goals. 

The multiple ring inner combustor liner design has a higher 
probability of survival than the axial tile design and the integral 
liner design. The feasibility of making such a large ring out of 
a commercial silicon nitride material is being examined. Reac
tion-bonded Si-SiC material is being evaluated for this design. 
A lower temperature version of the axial tile design may also 
meet requirements, provided the lower temperature does not 
unduly compromise engine performance. An SPSLIFE analysis 
needs to be carried out on such a design. The integral liner 
design has lower probability of survival, and will not be suitable 
for monolithic ceramics given the predicted temperature 
gradients. 

Fig. 14 Finite element stress map of a four-ring ceramic combustor 
liner: Material B 

Fig. 15 Design assessment map for integral inner combustor liner: Ma
terial B 

The probability of survival of components evaluated in this 
report can be improved by proof testing. Analyses of truncated 
probabilities will be performed in the detailed design phase. 
However, proof testing will be viewed strictly as a quality con
trol measure, and should not become a means to test for the 
acceptability of a particular design. 
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Effects of Variational Particle 
Restitution Characteristics on 
Turbomachinery Erosion 
This paper presents the results of an investigation to determine the effects of varia
tional particle rebounding models on surface impacts and blade erosion patterns in 
gas turbines. The variance in the particle velocities after the surface impacts are 
modeled based on the experimental measurements using Laser-Doppler Velocimetry 
(LDV) under varying flow conditions. The probabilistic particle trajectory computa
tions simulate the experimental variance in the particle restitution characteristics 
using cumulative distribution functions and random sampling techniques. The results 
are presented for the particle dynamics through a gas turbine flow field and are 
compared to those obtained with deterministic rebound models based on experimental 
mean values. 

Introduction 
When gas turbines operate in environments with suspended 

solid particles, it is very difficult to remove the solid particles 
from the gas stream without taxing the performance with losses. 
Even small particles of one to thirty micron size have been 
known to be very damaging to the exposed components of coal 
burning turbines (McCay, 1973). Surface erosion by particle 
impacts increases tip clearances and blade surface roughness 
and produces changes in the blade shape, especially in the lead
ing and trailing edges. All these combined effects lead to a 
permanent deterioration in turbine performance and increased 
repair and maintenance costs. Blade erosion in turbomachines 
is affected by many factors, such as the blade geometry, blade 
row location, rotational speed, flow conditions, blade material, 
and particle characteristics. A clear understanding of the nature 
of the particle trajectories, and the factors affecting the particle 
impact conditions with the blade surfaces, is essential to pre
dicting blade surface erosion intensity and pattern. 

The erosion of metals by solid particle laden flow have been 
investigated experimentally under different particulate flow 
conditions (Hamed et al., 1988; Tabakoff et al., 1980). Empiri
cal erosion equations (Hamed et al., 1988) have been derived 
from the erosion measurements given a particle target material 
combination. They include the effects of parameters known to 
affect the surface erosion such as the particle impacting velocity 
and impingement angle, and the metal and gas temperature. 
These equations have been employed in calculating the blade 
erosion based on the predicted particle impact data in the parti
cle trajectory simulations (Hamed et al , 1988). 

The simulation of particulate flow dynamics in turbomachines 
requires separate models to determine the particle rebound con
ditions after surface impacts. These particle surface interactions 
occur as a consequence of the particle trajectory deviations from 
the flow streamlines due to their higher inertia. In addition to 
causing surface erosion, these impacts also influence the rest of 
the particle trajectories and the particle redistribution through 
the flow field, and the subsequent particle surface impacts. It is 
particularly important to model the particle surface interactions 
accurately in turbomachines because of the drastic changes in 
the magnitude and direction of the particle velocity after im
pacting the rotor blades and the effect this has on the subsequent 
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1993. Paper No. 93-GT-124. Associate Technical Editor: H. Lukas. 

blade rows. Up until now, deterministic models have mostly 
been used in modeling particulate flows in turbomachines. The 
equations governing the particle motion are integrated numeri
cally in the flow field and the particle characteristics are deter
mined using empirical equations that represent the mean values 
of the experimentally measured particle rebound conditions. 
Consequently, the exhibited variance in the LDV measurements 
of the particle rebounding conditions (Hamed and Tabakoff, 
1991) is not represented in the computational procedures upon 
surface impacts. 

In the present investigation, a new modeling methodology 
for the particle dynamics that reproduces the experimentally 
measured variance in the particle restitution conditions is pro
posed and validated. The method is based on randomly sampling 
the experimentally measured rebounding conditions at the dif
ferent impact angles and using the generated samples in the 
particle trajectory computations to determine the particle re
bounding conditions after each surface impact. A study was 
first conducted to determine the appropriate sample size that 
reproduces with fidelity the experimentally measured variance 
in the particle rebound characteristics, which was then imple
mented in the particle trajectory simulations at the surface inter
actions. The results of the computations in a turbine flow field 
are presented and compared with the predicted blade impact 
data based on correlations of the mean values of the restitution 
parameters at the test conditions. The results demonstrate the 
influence of the variance in the rebound characteristics on the 
impact conditions and the associated blade erosion. 

Experimental Particle Restitution Characteristics 
A 5 W argon-ion Laser-Doppler Velocimeter was used to 

obtain experimental measurements of the particle rebound ve
locities after impacting a target sample of the blade material 
placed under varying impact conditions in an especially de
signed particulate flow tunnel (Tabakoff and Wakeman, 1979). 
Experimental measurements were obtained for the rebounding 
velocities of 150 /jm mean diameter sand particles with an 
incoming velocity, VY, of 98 m/s (320 ft/sec) impacting Rene 
41 target samples at an impact angle, /5, = 10, 15, 30, 45, 
60, and 80 deg. Two perpendicular velocity components were 
obtained in the synchronized LDV measurements of the particle 
rebound conditions. These measurements were used to deter
mine the magnitude and direction of the rebounding velocity 
relative to the sample. Referring to Fig. 1, the particle re
bounding conditions are normalized by the incoming values to 
define the total velocity and directional restitution coefficients 
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Fig. 1 Definition of impact/rebound geometry 

ev = V2/V1 and e0 = p2/Pi • The details of the experimental 
study are omitted here but a complete description of the tunnel, 
LDV, and data acquisition systems used can be found in the 
paper by Hamed and Tabakoff (1991). 

Tables 1(a) and 1(b) list the statistical means and stan
dard deviations of the experimentally measured e$ and e„ 
distributions at the tested impingement angles. Typical histo
grams obtained from the experimental measurements at the 
15 deg impact angle are shown in Figs. 2 (a ) and 2(b). 
Attempts to characterize these distributions by a variety of 
theoretical distributions known in literature (e.g., normal, 
log-normal, etc.) were unsuccessful based on the failure of 
goodness-of-fit tests such as the chi-square test for density 

Table 1 Statistics of experimentally measured particle rebound distri
butions (sand/Rene 41) 

a) ep Particle Restitution Ratio 

Impact Angle 
(degrees) 

Mean Standard 
Deviation 

Std Dev/Mean 
* 100% 

15 1.356 0.723 53.32 
30 0.861 0.313 36.35 
45 1.115 0.294 26.37 
60 0.855 0.166 19.42 
80 0.750 0.132 17.60 

0.25 0.75 1.25 1.75 2.25 2.75 3.25 3.75 

(a) Directional Restitution Ratio 

20 T 

b) ev Particle Restitution Ratio 

Impact Angle 
(degrees) 

Mean Standard 
Deviation 

Std Dev/Mean 
•100% 

15 0.463 0.142 30.67 
30 0.439 0.083 18.91 
45 0.397 0.129 32.49 
60 0.373 0.095 25.47 
80 0.303 0.064 21.12 

(b) Total Velocity Restitution Ratio 

Fig. 2 Experimentally measured particle restitution ratios at 15 deg 
(sand/Rene 41) 

functions and the Kolmogorov-Smirnov test for cumulative 
distributions (Soong, 1981). Fitting of empirical distribu
tions was not attempted because of the variety of observed 
experimental distribution shapes. 

N o m e n c l a t u r e 

A = erosion equation constant = 
0.8296E-6 mg/g 

B = erosion equation constant = 0.2 
CD = particle drag coefficient 
d ~ particle mean diameter, m 
e = particle restitution ratio (rebound 

condition/impact condition) 
e = unit vector 
F = force vector of interaction between 

particle and gas, N/kg 
KQ = velocity nondimensionalizing con

stant = 100 ft/s 
m = erosion equation constant = 2.38 
n = erosion equation constant = 3.2 

r = radial distance, m 
V = velocity magnitude, ft/s 
w = relative velocity vector, m/s 
x = location vector, m 
(5 = angle relative to surface, deg 
S = erosion parameter, mg/g 

A = simulation differential (probabilistic 
solution-deterministic solution) 

p = density, kg/m3 

T = time, s 
UJ = blade angular velocity, rad/s 

Subscripts 
g = gas phase 
n = surface normal velocity component 
p = particle phase 
t = surface tangent velocity component 
v = total velocity 
P = directional angle 
6 = circumferential direction 
1 = impact condition 
2 = rebound condition 
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Probabilistic Simulation Methodology 
Advanced probabilistic methods developed over the past de

cade include First/Second-Order Reliability Methods and the 
Advanced Mean Value Method, among others (Millwater et al., 
1992). These methods involve approximate analytical tech
niques to model the response to uncertainties in the random 
variables, which are described in terms of probability density 
functions (PDFs) or cumulative density functions (CDFs). 
These methods, which are generally accurate, flexible, and effi
cient, require accurate characterization of the random variables. 
Choosing an improper distribution to describe the random vari
ables in these methods can produce very misleading results 
(Fox and Safie, 1992). The Monte Carlo method, on the other 
hand, may require a large number of simulations to describe 
accurately the response of the model in the tail regions of the 
response distribution function (Millwater et al., 1992). How-
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Fig. 4 Particle restitution ratio mean value polynomials for sand/ 
Rene 41 

ever, the method does not require analytical representation 'of 
the random variables and is exact in the limit as the number of 
simulations grows very large. 

In the present study, a probabilistic approach is adopted in 
the trajectory calculations to simulate the effects of the experi
mentally measured variance accurately in the particle restitution 
ratios. The Monte Carlo method was adopted in modeling parti
cle rebound characteristics based on sampling the experimen
tally measured ep and e„ distributions as shown schematically 
in Fig. 3 for ev. Referring to Fig. 3, the experimental rebound 
data for efi and ev at each impingement angle were first sorted 
to generate discrete point CDFs. When a particle impacts a 
surface in the particle dynamics simulation, the inverses of the 
CDFs are determined at all impingement angles at a randomly 
selected common probability. Cubic splines are then constructed 
for e/j and e„ as a function of the impingement angle /?, from 
the points sampled in this manner with the restriction that ep 
and ev have a value of unity at /3i = 0 deg. These splines are 
used to interpolate values of ep and ev at the impingement angle 
of the simulated particle in the trajectory calculations. For each 
subsequent impact, the process is repeated with new sampling 

1.00 

!% 

0.75 

0.50 

0.25 

«Lo ft. 

Fig. 3 Schematic of sampling process 

0 Q0 ' ' • • ' i . . . . i . 

0.5 1.0 1.5 2.0 2.5 3.0 3.5 

Fig. 5 Correlation between directional and total velocity restitution ra
tios at 15 deg (sand/Rene 41) 
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rj Original Data Set 
• 1000 Sample 

Subset 

• S00 Sample Subset 

0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50 4.00 

(a) Directional Restitution Ratio 

H Original Data Set 
• 1000 Sample 

Subset 

• 500 Sample Subset 

0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 
e„ 

(b) Total Velocity Restitution Ratio 

Fig. 6 Variation of restitution ratio distribution with sample size at 15 
deg (sand/Rene 41) 

probabilities for the two restitution parameters, which are con
trolled by two independent seeds. 

In this modeling structure, the sample values of ep and e„ in 
the particle trajectory simulations are dependent on the particle 
impact angle as well as the sampling probability. Simply put, 
two particles with identical impact angles and velocities may 
rebound from a surface impact with different velocity magni
tudes and directions because of the different probabilities used 
in sampling the CDFs. This fact illustrates the probabilistic 
quality of this modeling approach. Experimentally observed 
variance in ep and e„ can be reproduced with fidelity this way, 
provided enough impacts occur for thorough sampling of the 
CDFs. 

In contrast, the deterministic approach does not model the 
experimentally measured variance in the particle rebound char
acteristics. The statistical means of the ep and e„ distributions 
are estimated and used to create two least-squares polynomials 
ep{Pi) and e„(/3i) as shown in Fig. 4, which are used in the 
deterministic particle trajectory calculations to interpolate val
ues of ep and e„ at each surface impact. In this approach, parti
cles with identical impact conditions will rebound from the 
surface with identical velocity magnitudes and directions. 

Validation and Assessment of Experimentally Based Res
titution Model. Sampling ep and e„ independently requires 
that the variables be statistically independent, otherwise a corre
lation coefficient is used to indicate the amount of linear depen

dence between variables. Statistical independence frees the 
model from conforming to the laws of joint probability and 
simplifies the structure of the model. Accounting for any corre
lation could be included in the probabilistic methodology to 
increase the overall accuracy at the expense of increasing the 
complexity (Law and Kelton, 1991). Although correlation coef
ficients are easily computed, they are not tests for independence. 
Tests for statistical independence, however, are generally im
practical so correlation coefficients are used to indicate the like
lihood of independence (Soong, 1981). Before the simulation 
of particle dynamics was performed, a preliminary study was 
conducted to determine the status of statistical dependence be
tween ep and ev and to evaluate sample size effects. 

The correlation coefficient between ep and e„ was calculated 
for the data collected in the sand/Rene 41 particle rebound 
experiments. Sets of data collected at each impingement angle 
were analyzed and the correlation coefficient determined. Figure 
5 shows typical correlation between eB and ev for the 15 deg 
impingement angle test results. Correlations were positive for 
some impact angles and negative for others with no consistent 
pattern over the range of impingement angles. Since the correla
tion test was not conclusive and in order to take advantage of the 
consequence of independent variables, ep and e„ were modeled 
independently. 

Sample size tests were performed on the experimental re
bound data to determine the minimum number of sample points 
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(a) Directional Restitution Ratio 
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Subset Sample Size 
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(b) Total Velocity Restitution Ratio 

Fig. 7 Effect of sample size on restitution ratio distribution mean value 
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First Stator 
First Rotor 

(a) Deterministic Model 

First Stator 
First Rotor 

(b) Probabilistic Model 

Fig. 8 Projected sand particle trajectories 

et al, 1988). The following equations are given for a rotating 
blade row: 

£ £ • " * • " - ' ( i ) 

Under particulate flow conditions in turbomachines, the effect 
of the forces due to gravity and interparticle interactions are 
negligible compared to those due to aerodynamic and centrifu
gal forces. In addition, the force of interaction between the two 
phases is dominated by the drag due to the difference in velocity 
between the solid particles and the flow field. Therefore, the 
force of interaction is dependent on the relative velocity be
tween the particles and the gas flow, as well as the particle size 
and shape, and is given by: 

p _ 3 £_ CD 

4 pp d 

dxp w„ 
dxp 

dr 
(2) 

The drag coefficient CD is dependent on the Reynolds num
ber, which is based on the relative velocity between the parti
cle and the gas. Empirical relations are used to fit the drag 
curve over a wide range of Reynolds numbers. The same 
equations can be used in the stator by setting w equal to zero 
and replacing the relative gas velocity by the absolute gas 
velocity. 

required to obtain a data subset with a similar statistical distribu
tion. This knowledge is useful both in conducting experiments 
as well as analysis involving particle rebounding. Sample size 
tests are important in determining the proper size of a simulation 
(i.e., number of particles) required for adequate reproduction 
of variance in the random variables e0 and ev. It can also be 
used to minimize the experimental efforts and consequently the 
consumption of expendables such as compressed air, sand, and 
target materials and laser use. 

Data subsets of e0 and ev of varying sizes were created from 
the experimental data sets at each impingement angle, using a 
sampling procedure as outlined in the previous section. The 
subsets were compared to the original data sets using the two-
sample test. The two-sample tests showed that subsets con
taining as little as 50 percent of the amount of data found in 
the original distributions were statistically similar to the original 
distributions. Figures 6(a) and 6(b) illustrate the variation in 
e0 and ev distribution shape with the sample size for the 15 deg 
impingement angle test case. Figures 1(a) and 1(b) show the 
growth in uncertainty of the e0 and ev subset distribution means 
relative to the original set distribution mean for the 15 deg test 
case. 

Particle Trajectory and Blade Erosion Computation. 
The equations governing the particle motion, in the turboma-
chinery flow field are expressed in a coordinate system relative 
to a frame of reference fixed with'respect to the blades (Hamed 

(a) Deterministic Model 

(b) Probabilistic Model 
Fig. 9 Blade suction surface impact locations 
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(a) Deterministic Model 

1 *• • • * / 2 & f i U 

;^7«ft 

(b) Probabilistic Model 

Fig. 10 Blade pressure surface impact locations 

The particle trajectory calculations consist of the numerical 
integration of Eqs. (1) - (2) using a second-order Runge-Kutta 
scheme. The flow field is synthesized from a number of blade-
to-blade stream surface solutions (Katsanis, 1965). Each flow 
field solution on a blade-to-blade stream surface provides the 
pitchwise and streamwise variation in the flow properties. 

The stream surface shapes and stream filament thickness as 
determined from a midchannel hub-to-tip stream surface solu
tion (Katsanis and McNally, 1977) model the influence of the 
hub and tip contouring and the radial variation in the blade 
shapes. The particle trajectories are computed in the flow field, 
up to the point of blade, hub, or tip impact. The magnitude and 
direction of particle impact velocity relative to the surface are 
determined by the local trajectory and the blade surface geome
try at the impact point. Restitution ratios ee and ev sampled in 
the manner described earlier are used to determine the magni
tude and direction of the particle velocity after impacting a 
surface. 

The blade surface impact data are used to predict the erosion 
rates from empirical correlations derived from experimental ero
sion test results. The erosion rate according to these equations 
is a function of the impact velocity and impingement angle 
relative to the surface (Tabakoff and Hamed, 1977). The ero
sion mass parameter, 6, is defined as the ratio of the eroded 
mass of target material to the mass of impinging particles. The 
general expression for <5 under cold flow conditions is given 
by: 

S = A- - r ) cos" 0 , (1 - e ? ) 
^ 0 / 

^K0 
sinm/Ml -el) (3) 

The empirical constants A, B,m, and n are found experimen
tally by measuring the erosion of samples of the blade material 
in an erosion tunnel. The parameters e, and en are particle restitu
tion ratios for the tangential and normal velocity components 
of the impacting particles. Values of e, and e„ are acquired 
from mean value polynomials constructed from experimental 
rebound data, similar to those in Fig. 4. 

Results and Discussion 

The numerical simulation for 150 /um sand particle dynamics 
were carried out through the first stage of a 0.45 scale model 
two-stage axial flow pump drive turbine (Roelke et al , 1966) 
for the standard inlet air equivalent conditions of 1893 rpm and 
3.207 kg/s mass flow. Particle trajectories were computed using 
the deterministic and probabilistic particle rebound models 
based on experimental data collected in the sand/Rene 41 parti
cle rebound tests. Simulations were performed for 1000 particles 
whose particle distribution at the stator inlet was statistically 
specified according to mass flux. The particles were given an 
initial velocity lag of 50 percent relative to the flow (Hamed, 
1988). Twenty-five independent probabilistic simulations were 
performed to determine the variability of blade impact and ero
sion patterns using the probabilistic model. The same particle 
initial conditions were used in the different simulations, but the 
seeds for the control of sampling CDFs of ep and e„ were varied. 
Computed particle trajectories and blade impact erosion patterns 
based on the deterministic model solutions are presented and 
compared to a representative solution based on the probabilistic 
model. Erosion ratios and impact frequencies predicted by both 
models at a given location are compared. Additionally, the esti
mated variations of erosion and impact frequency based on the 
probabilistic model are presented. 

Figures 8(a) and %{b) show representative trajectory projec
tions for 90 sand particles through the first stage of the turbine 
based on the deterministic solution and a probabilistic solution 
respectively. The primary differences between solutions in the 
stator are observed after the blade pressure surface impacts. The 

Table 2 Comparison of deterministic and probabilistic simulation re
sults 

a) Calculated Erosion Rates 

Blade/Surface 

Stator: Suction 
Stator: Pressure 

Rotor: Suction 
Rotor: Pressure 

Location of 
Deterministic 

Maximum Erosion. 

% Axial % Radius 
Chord 

Erosion Rates 
Determ. Prob. 

Min/Max 

(mgm/gm/cnr) xlO5 

4.244 86.49 
90.24 13.42 

1.570 92.02 
96.34 94.72 

1.396 1.391/1.435 
2.770 1.860/2.657 

1.695 1.260/2.363 
1.261 0.781/1.112 

b) Calculated Impact Frequencies 

Blade/Surface 
Location of 

Deterministic 
Max. Imp. Freq. 

% Axial % Radius 
Chord 

Impact Frequencies 
Determ. Prob. 

Min/Max 

(imp/gm/cm2) xlO'3 

Stator: Suction 4.244 86.49 0.855 0.808/0.950 
Stator: Pressure 4.897 52.53 1.110 0.723/1.141 

Rotor: Suction 1.570 92.02 3.526 2.536/4.084 
Rotor: Pressure 88.55 94.53 1.395 1.073/1.438 
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Fig. 11 Stator erosion rate differential map 

probabilistic solution predicts that some of the particles impact 
the aft portion of the suction surface before exiting the blade 
passage. The deterministic solution, however, shows the parti
cles leaving the blade passage without impacting the aft portion 
of the suction surface. Comparison of the solutions in the rotor 
passage does not reveal any obvious differences. 

Figures 9(a) and 9(b) present the locations of suction sur
face impacts for 1000 sand particles based on the deterministic 
solution and a representative probabilistic solution, respectively. 
Figures 10(a) and 10(b) similarly present the impact locations 
on the pressure surfaces. Figure 9(b) shows a significant num
ber of impacts as predicted in the probabilistic solution on the aft 
portion of the stator suction surface. The deterministic solution 
shows no impact on the stator blade suction surface past the 50 
percent axial chord. Similarly, more rotor suction surface im
pacts are predicted by the probabilistic solution near the trailing 
edge than by the deterministic solution. On the stator pressure 

and suction surfaces (Figs. I0a,b) no noticeable difference can 
be observed in the predicted impact patterns of the deterministic 
and probabilistic solutions. The streaks on the stator pressure 
surface in the probabilistic solution represent particles im
pacting the surface at low velocities and shallow angles and 
remaining close to the blade surface after rebounding, resulting 
in higher impact frequencies for these particles. 

The magnitude and location of maximum local blade surface 
erosion rates and impact frequencies, calculated by the deter
ministic model, are listed in Tables 1(a) and 1(b). The mini
mum and maximum values of erosion rate and impact frequency 
calculated at these locations by the 25 independent probabilistic 
simulations are also shown and presented in the table for com
parison. 

According to Table 2(a), the stator suction surface shows 
that the deterministic solution predicts a maximum calculated 
erosion rate near the smallest of all probabilistic simulations. 
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Fig. 12 Stator impact frequency differential map 
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Fig. 14 Rotor impact frequency differential map 

On the pressure surface, Table 2(a) indicates that the maximum 
erosion rate from the deterministic solution near the trailing 
edge is slightly greater than the largest value calculated at that 
location by the probabilistic simulations. Therefore the deter
ministic model's maximum local stator blade erosion predic
tions are generally more conservative on the pressure surface. 
Similar conclusions can be made for the predicted rotor blade 
maximum local erosion. The corresponding results for the calcu
lated impact frequencies are presented in Table 2(b). These 
results also indicate that the deterministic model provides con
servative predictions of the maximum impact frequency on the 
rotor blade pressure surface. The predictions on the suction 
surfaces, however, may be significantly underestimating the 
possible damage to the blade surfaces. 

Maps of differences between the deterministic and probabilis
tic erosion rates and impact frequencies are presented in Figs. 
11-14. In those figures, the blade surface contours of erosion 

rate and impact frequency based on the deterministic solution 
are subtracted from the contours of the probabilistic simulation 
with the highest calculated local erosion rate. Maps with nega
tive values therefore indicate a conservative deterministic solu
tion, while positive values indicate an underestimation by the 
deterministic model. 

Figures 11 and 12 indicate that stator suction surface erosion 
rate and impact frequencies near the trailing edge are underesti
mated by the deterministic model. This results from the signifi
cant number of impacts predicted by the probabilistic model on 
the aft portion of the blade. The pressure surface generally 
shows little difference in the predicted erosion and impact pat
terns, but the deterministic solution is slightly conservative near 
the trailing edge. According to Figs. 13 and 14, the deterministic 
solution underestimates the erosion rate and impact frequency 
on the rotor blade surfaces with the largest discrepancies near 
the suction surface leading edge. 
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Conclusions 
A probabilistic approach to the simulation of particle dynam

ics has been proposed and validated. Results obtained for parti
cle dynamics in the first stage of an axial flow turbine show 
significant differences between the deterministic and probabilis
tic simulations. In general, the results indicate that the determin
istic modeling approach yields conservative predictions of sur
face erosion on blade pressure surfaces yet underestimates the 
erosion on the suction surfaces. The most important difference 
was observed near the trailing edge of the stator suction surface 
where the probabilistic particle impacts were not predicted by 
the deterministic model. 
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Observations of Flame Behavior 
From a Practical Fuel Injector 
Using Gaseous Fuel in a 
Technology Combustor 
This paper presents results from an Air Force program being conducted by research
ers at Brigham Young University (BYU) Wright-Patterson Air Force Base (WPAFB), 
and Pratt and Whitney (P&W). This study is part of a comprehensive effort being 
supported by the Aero Propulsion and Power Laboratory at Wright-Patterson Air 
Force Base, and Pratt and Whitney in which simple and complex diffusion flames 
are being studied to understand better the fundamentals of gas turbine combustion 
near lean blowout. The program's long-term goal is to improve the design methodol
ogy of gas turbine combustors. This paper focuses on four areas of investigation: 
(1) digitized images from still film photographs to document the observed flame 
structures as fuel equivalence ratio was varied, (2) sets of LDA data to quantify the 
velocity flow fields existing in the burner (3) CARS measurements of gas temperature 
to determine the temperature field in the combustion zone, and to evaluate the magni
tude of peak temperature, and (4) two-dimensional images of OH radical concentra
tions using PLIF to document the instantaneous location of the flame reaction zones. 

Introduction 
As part of a comprehensive Air Force program, three different 

combustors have been utilized to investigate lean blowout in 
aircraft gas turbine engines. These vehicles consist of a simpli
fied research combustor (Task 100), a technology combustor 
(Task 150), and a simplified, generic gas turbine combustor 
(Task 200). The technology combustor (Task 150) incorpo
rates the practical fuel injectors used in the generic gas turbine 
combustor (Task 200) into the simpler research combustor 
(Task 100), to permit study of injector characteristics in isola
tion. The work presented concerns work with the Task 150 
technology combustor. While many detailed studies exist in the 
literature concerning jet flames, both free and enclosed, almost 
nothing is available on the flame characteristics produced by 
practical ways of introducing the reactants into an engine com
bustor. This work goes some way toward remedying this situa
tion. 

The Task 150 technology combustor uses a practical liquid 
fuel injector with a classic gas turbine engine air blast atomizing 
configuration, involving coswirling airsheets on either side of 
a coswirling annular (normally liquid) fuel sheet, with the outer 
air passage and the fuel passage both converging on the central 
air passage. For this study, the burner was fueled by gaseous 
propane. Two injectors of this same configuration have been 
used, high-swirl (HS) and low-swirl (LS) injectors. Only data 
from the high-swirl configuration are reported in this paper. The 
technology combustor has been configured so that the geometry 
around the injector is nearly axisymmetric with a diameter of 
about 150 mm. However, the combustor incorporates flat quartz 
windows about 60 mm in width on each of four sides so that 
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International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute March 4, 1994. Paper No. 94-GT-389. Associate Technical 
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laser-based optical diagnostic instruments can be used. This 
unique configuration allows complex diagnostic measurements 
to be made in a simpler geometry than the Task 200 generic 
gas turbine combustor, but which embodies most of the features 
of an actual jet engine combustor in a near axisymmetric con
figuration that is easier to model mathematically. Four methods 
of measurement have been used to characterize the flame. These 
include still film photographs, LDA measurements of velocity, 
CARS measurements of gas temperature, and images from PLIF 
measurements of the OH radical. 

Experimental tests have been conducted on the research com
bustor at both BYU and WPAFB locations. These tests included 
operational characteristics, flow partitioning in various injector pas
sages, visual flame structure, planner laser induced fluorescence 
(PLIF) imaging of OH radicals in the flame boundary, laser-
Doppler anemometry (LDA) velocity information, and coherent 
anti-Stokes Raman spectroscopy (CARS) temperature data. The 
effects of various parameters on the fuel equivalence ratio at lean 
blowout (LBO), an important operational characteristic, have also 
been investigated but are not reported in this paper. 

Intriguing flame structures have been visually observed, and 
captured in video images, digitized still photographs, and PLIF 
images of the OH radical with the Task 150 configuration. The 
digitized images from still photographs have characterized 
the flame shapes observed visually. The instantaneous two-
dimensional PLIF images have frozen flame structures missed 
with the visual observations. The partitioning of air flows 
through the dome and insert jets, and the primary and the sec
ondary air swirlers was also determined. Preliminary analysis 
of PLIF images of the OH radical, combined with air flow split 
information, have helped describe the basic mixing patterns 
observed as the fuel equivalence ratio is changed. The flame 
attaches to the burner or lifts from the burner as the fuel equiva
lence ratio is changed. 

LDA measurements have quantified the axial, radial, and 
tangential velocity components in the combustor for two op-
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Fig. 1 Schematic of the T150 high-swirl injector 

erating conditions (<f> = 0.72 and <j> = 1.49) at an air flow rate 
of 500 slpm. This information has yielded local velocity and 
turbulence data and preliminary analysis of zero axial velocity 
contours has been used to identify the major recirculation zones. 
Data from both isothermal flows and combusting hot flows have 
been collected. Mean axial, tangential, and radial velocity LDA 
data for combusting hot flow data are presented in the paper. 
These data are also useful for model validation. 

CARS gas temperature data have also been collected for the 
Task 150 technology combustor with the high swirl injector at 
an air flow rate of 500 slpm and at fuel equivalence ratios (<f>) 
of 0.75, 1.00, 1.25, and 1.50. This unique set of data shows the 
corresponding geometric changes in the structure of the mean 
gas temperature distribution as fuel equivalence ratio is 
changed, and quantifies the change in the magnitude of the peak 
temperature as the fuel equivalence ratio changes from lean, to 
stoichiometric, to fuel rich. Mean gas temperature data for <f> 
= 0.75, 1.00, and 1.50 are presented in the paper. 

Combustor Test Facility 

Three burners are being utilized as part of a comprehensive 
Air Force program to investigate lean blowout in the combustors 
of aircraft gas turbine engines (Sturgess et al., 1991b). These 
vehicles consist of the simplified Task 100 research combustor, 
the Task 150 technology combustor, and the Task 200 simpli
fied, generic gas turbine combustor. This work provides a bridge 
between the combustion characteristics of confined, co-annular 
fuel and air jets discharged into a sudden expansion (Task 100 
research combustor) and the characteristics of a linear array of 
four swirling fuel injectors installed in a rectangular combustion 
chamber that simulates a segment of a real jet engine combustor 
(Task 200 simplified, generic gas turbine combustor). The Task 
150 technology combustor incorporates one of the practical fuel 
injectors used in the Task 200 generic gas turbine combustor 
into the simpler Task 100 research combustor, to permit study 
of its characteristics in isolation. The use of the Task 150 tech
nology combustor allows the combustion characteristics of a 
real injector to be investigated in a simple geometry where 
various diagnostic measurements (primarily laser-based optical 
measurements) can be more easily made. 

In an actual engine combustor, additional combustion and 
cooling air is added to the combustor downstream of the actual 
fuel injector. This adds an additional complexity to the flow 
and combustion characteristics, which is being investigated in 
a subsequent study. Only the characteristics in the zone near 
the injector are presented in this paper. 

The work reported herein was accomplished in identical burn
ers available in the Combustion Laboratories at BYU and 
WPAFB, respectively. The burners were designed by research
ers at P&W (Sturgess et al., 1992) and fabricated at WPAFB. 
The features of the dome and injector can be seen in Fig. 1. 
The type injector used in this study is a classic gas turbine 
engine air blast atomizing configuration, involving coswirling 
airsheets on either side of a coswirling annular (normally liquid) 

fuel sheet, with the outer air passage and the fuel passage both 
converging on the central air passage. 

Two injectors of this same configuration were used. The high-
swirl (HS) injector has a nominal swirl number (based on vane 
angle) of 1.41, and the low-swirl (LS) injector has a nominal swirl 
number of 1.05. The total air passage effective areas were 0.176 
in.2 for the HS injector and 0.266 in.2 for the LS injector, with 
outer to inner flow splits of 2.8 and 2.2, respectively. The outer 
swirler vane angle was 55 deg for both injectors, while the inner 
swirler vane angle was 70 deg for the HS injector and 45 deg for 
the LS injector. The injectors were mounted in a plain bulkhead 
dome containing insert jets angled at 12.5 deg into the flame, and 
radially outward flowing film cooling jets. This arrangement closely 
simulates that of an engine combustor. The total effective air flow 
area of the dome, excluding the fuel injector, was 0.160 in2. 

The combustion chamber, shown in Fig. 2, has been designed 
to be nearly axisymmetric and incorporate quartz windows to 
allow optical diagnostics (primarily laser-based optical mea
surements) to be made. The combustor cross section is square 
with generously filleted corners to minimize secondary flow 
development. The hydraulic diameter is 150 mm. This box-
section combustor with corner fillets allows reasonable optical 
access while providing a cross section that approximates a two-
dimensional axisymmetric cross section. The bluff body pro
vides a recirculation region that can stabilize the flame. Optical 
windows of fused quartz are provided on the four flat sides for 
a downstream length of 490 mm. The combustor overall length 
to hydraulic diameter ratio is 4.9, and the exit blockage is 45 
percent by means of an orifice plate. The only air addition in 
this configuration is through the dome. 

The combustor is mounted on a 240 mm long spool piece 
containing a mounting pad for the fuel injector flange. The 
combustor and spool piece are situated on an inlet air condition
ing section, also shown in Fig. 2. Reactants are supplied at 
ambient temperature and pressure. Ignition is by means of a 
removable torch ignitor. This combustion chamber allows the 
combustion characteristics of a practical injector to be investi-
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gated in a simple geometry where various diagnostic measure
ments can be made. 

In order to separate the effects of liquid fuel atomization and 
spray droplet evaporation from the effects associated with fuel/ 
air mixing and aerodynamic flow pattern, these first evaluations 
involved the use of a gaseous propane fuel. Planned subsequent 
evaluations will use liquid ethanol. Liquid ethanol is expected 
to simulate closely the combustion characteristics of the liquid 
jet fuels, but without significant soot formation. Extensive soot
ing could cloud the quartz windows precluding easy optical 
access. The present paper deals exclusively with propane results 
with the HS injector. 

The results presented concern work with the Task 150 tech
nology combustor using the high-swirl injector and gaseous 
propane fuel. While many detailed studies exist in the literature 
concerning jet flames, both free and enclosed, almost nothing 
is available on the flame characteristics produced by practical 
ways of introducing the reactants into an engine combustor. 
This work goes some way toward remedying this situation. 

Photographic Flame Characterization 
A complex series of intricate flame structures have been ob

served in the Task 150 technology combustor according to the 
operating conditions and fuel injector used. Some of the flame 
behavior could be related to that seen in the Task 100 research 
combustor (Sturgess et al., 1991a, 1993), and some of trie 
structures to those seen in the Task 200 generic combustor 
(Sturgess and Shouse, 1993). These flame structures were stud
ied directly with use of visual observations, video recordings, 
and still photography. The still film photographs have been 
digitized and filtered using computer techniques to produce iso-
chromatic contour plots, Fig. 3, for quantitative purposes. 

One of the traits of the Task 150 technology combustor is 
the wide variety of flame structures observed. Each flame shape 
indicates a different mode of operation, which differs from the 
others in the location of the flame fronts, or by some structure 
such as thickness or intensity. The different structures observed 
arise from changes in the flow fields, mixing patterns, or fuel 
equivalence ratio as operating conditions are varied. The differ
ences and similarities of the flame structures for the swirling 
injectors together with the results from the co-axial jet diffusion 
flame (Task 100 combustor) provide significant insights to the 
combustion processes. The shape of the flame, at the minimum, 
provides qualitative information on the mixing process and loca
tion of flame fronts. Such information can yield insights into 
the processes present. Flames fronts exist because fuel and oxi
dizer have been transported to a point where combustion can 
be supported. The location of these fronts relative to the outlet 
orifices of fuel and air are of obvious interest. 

The fuel equivalence ratios where the transitions from one 
flame structure to another were determined are a function of 
fuel flow rate. The flames for both Task 150 injectors were 
attached to the outside of the insert air jets when the burner 
was operated very fuel rich. The flame would then lift, reattach, 
and lift again as the fuel equivalence ratio was progressively 
reduced depending on the injector (high swirl versus low swirl) 
and the air flow rate. During the reattachment phase, the flame 
would take on many of the characteristics of a strong vortex, 
and shared many features associated with a tornado. Conse
quently, the terminology of funnel cloud, tornado, and debris 
cloud were adopted to differentiate some of the observed flame 
structure from the general description of a vortex flow. The 
characterization of the flame structure was carried out by visual 
observations. Still film photographs were taken of the different 
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Table 1 Summary of experimental conditions for LDA measurements 

Injector Flow 

Air 
slpm 
(70 F) 

C3H8 
slpm 
(0C) 

N2 
slpm 
(0C) f 

T150HS Cold 500 14 0.72 
T150HS Hot 500 14 0.72 
T150HS Cold 500 29 1.49 
T150HS Hot 500 29 1.49 

T100 Cold 1000 23 0.59 

structures. These images were digitized and manipulated using 
various computer programs into the isochromatic contour plots 
found in Fig. 3 for the high swirl injector. The major factor 
affecting flame structure was the overall fuel equivalence ratio 
in the burner determined from total air and fuel flow rates, and 
to a much lesser extent the air flow rate. At a given air flow 
rate, the fuel would be reduced until a transition in flame struc
ture was judged to have been reached. These observations were 
not easily made. With the high swirl nozzle, the flame structures 
flowed smoothly from one mode to another. These smooth tran
sitions left no sharp break point in flame behavior. Conse
quently, the images presented in Fig. 3 are only representative 
of the types of flame structures observed. 

At very fuel-rich conditions (<fr = 2.38 and <j> = 1.72), the 
flame was attached to the insert jets, in a manner similar to 
that observed with the Task 100 technology combustor at rich 
conditions. Unlike the Task 100, however, these flames were 
very short, presumably because of the much faster mixing due 
to the swirling motion of the gases. As the amount of fuel was 
further reduced (decreasing fuel equivalence ratio at a constant 
air flow rate), the still rich flame lifted and stabilized on a 
downstream recirculation zone that appeared to be associated 
with the injector (<j) - 1.42). The primary combustion zone 
continued to lengthen as relatively less fuel entered the combus
tion chamber (</> = 1.42 to </> = 1.09). 

After the rich lifted condition, further reductions in fuel 
equivalence ratio caused the flame to stabilize in the rapidly 
swirling vortex at the center of the combustor, with flame struc
tures that resembled the development of a tornado. As seen in 
Fig. 3, a structure that resembled a funnel cloud formed within 
the rich lifted flame {<j> = 1.09) and gradually descended as the 
fuel flow was continually decreased (<£ = 1.09 to 4> = 0.93) 
forming a tornado-like flame structure. Further reductions in 4> 
caused the tornadolike flame to enter the primary swirler pas
sage in the injector (</> = 0.93). Continued reduction in fuel 
equivalence ratio caused a flame in the shape of a bowl, which 
looked much like the debris cloud of a tornado, to attach to the 
nozzle on the outside of the tornadolike structure (<f> = 0.85). 
The minute detail of the debris cloud was lost in the process 
of converting from the still photograph to the image presented 
in Fig. 3. Continued reduction of the fuel flow resulted in the 
growth in size and intensity of the debris cloud-like flame struc
ture while the funnel cloud-like structure was simultaneously 
decreasing. The total disappearance of the funnel cloud structure 
marked a transition to a fully developed flame that was strongly 
attached to the center of the injector (<£ = 0.78). At lower air 
flow rates (less than ca 500 slpm), this strongly attached flame 
would weaken until the lean blowout limit (</> = 0.46) was 
reached (blowout occurred from an attached flame). At high 
air flow rates (greater than ca 500 slpm), the flame would 
once again lift, attach to a downstream recirculation zone, and 
eventually blowout from the separated flame structure (<£ = 
0.42), much like that observed in the Task 100 research com
bustor. 

Gas Velocity Measurements 
A laser-Doppler anemometer (LDA) was used to make exten

sive measurements of gas velocity in the burner at five separate 

experimental conditions. The experimental conditions used are 
summarized in Table 1. 

The LDA measurements reported in this paper are for the 
Task 150 burner with the high-swirl injector installed. Measure
ments were made for lean conditions (<f> = 0.72) where the 
flame was well attached to the central part of the injector, and 
also at fuel-rich conditions (4> = 1.49) where the flame was 
attached to the dome and insert jets. LDA measurements were 
also obtained in isothermal, nonreactive flows where nitrogen 
was substituted for the propane fuel. This has allowed the effect 
of the flame temperature on the flow field and gas velocities to 
be determined for at least two of the test conditions used. How
ever, only the data from the combusting flow experiments are 
reported in this paper. 

A schematic of the LDA experimental setup is presented in 
Fig. 4. The beam from the argon-ion laser was split into two 
beams, frequency shifted (40 and 34 MHz), polarized, and 
focused into a diagnostic volume in the test section. The for
ward-scattered LDA signals for the radial (or tangential) and 
axial velocity components were focused into fiber optic cables 
and passed to a photomultiplier tube to be amplified and con
verted to electrical signals. These electrical signals were col
lected with TSI, Inc., counters and analyzed with a Macintosh 
Ilfx computer. A Le Croy 9314L Quad 300 MHz oscilloscope 
was used to monitor the Doppler bursts to help in the alignment 
of the LDA system and to insure quality data were being col
lected. Even with careful alignment, there was still some noise, 
which was filtered using a data analysis program. 

A brief investigation was made to evaluate the effect of the 
number of points taken at a given test location on the accuracy 
of the gas velocity measurement. Three different sets of data 
were collected, a set with 5000 points, a set with 2000 points, 
and a set with 1000 points. In general, there was little difference 
observed in the mean axial and tangential velocities determined 
from the different number of points in the data sets. However, 
the fluctuating velocity components (i.e., rms velocities) were 
better described by the data sets containing the largest number 
of points. Nevertheless, for this study, 1000 data points were 
collected at each test location. This allowed a greater number 
of experimental conditions and geometries to be evaluated, al
beit at slightly reduced data accuracy. 

The two component velocity data (either axial and radial, or 
axial and tangential) were obtained for each of the test condi
tions described above (Table 1). The burner was translated 
with respect to the laser diagnostic volume in an X, Y, and Z 
coordinate system. Translation in the Z coordinate direction 
allowed different axial locations to be sampled. Translation in 
the X or Y axis allowed different radial locations to be sampled. 
For these tests, the X or Y translations were done along a 
coordinate centerline. Translation in the X coordinate direction 
along the Y coordinate centerline allowed axial and radial veloc
ity data to be obtained. The edge of the windows limited transla-

Fig. 4 Setup for LDA velocity measurements 
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tion in this coordinate direction to about ±30 mm. Translation 
in the Y coordinate direction along the X coordinate centerline 
allowed axial and tangential velocity data to be obtained. As 
the diagnostic volume was brought near the quartz windows, 
significant optical noise was added to the Doppler signals. The 
quartz windows were approximately ±75 mm from the center 
of the reactor. The optical noise from the windows generally 
limited data collection to ±65 mm, although with especially 
clean windows, it was sometimes possible to get good data at 
±70 mm. 

Typically, data were collected at 0.5 or 1.0 mm radial incre
ments where the velocity gradients were large. Data were col
lected at up to 10 mm increments where velocity profiles were 
relatively flat. A typical set of data was taken at axial locations 
of 10, 15, 20, 25, 50, 75, 100, 125, 150, 200, and 240 mm 
above the dome of the reactor. Occasionally, other intermediate 
locations were examined where large velocity gradients or other 
interesting behavior were found. 

The basic flow field in the combustor was derived by interpo
lation of the velocity data obtained. The field is dominated by 
multiple regions of flow recirculation. The axial velocity from 
both the X and Y coordinate traverses has been combined for 
one of the Task 150-HS cold flow cases (14 slpm N2, 500 slpm 
air), interpolated, and the zero axial velocity contours plotted 
in Fig. 5. Each zero axial velocity contour bisects a recirculation 
zone. While the data have not been analyzed in the detail needed 
to quantify the recirculation patterns totally, estimates of the 
recirculation zones are indicated. Eventually, flow streamlines 
will be plotted to identify the various flow fields better. How
ever, for this paper, only axial, tangential, or radial data have 
been used. 

Figure 5 identifies several important recirculation zones. Al
though the near field is similar to that in a real gas turbine 
combustor, the downstream region in not due to the absence of 
air addition by means of transverse jets, as is usual practice. 
Since current interest is concentrated on the near field, this 
deviation is not of great significance. It is interesting to note 
that there is a zone of flow reversal on the centerline of the 
burner very near the discharge of the injector. This flow reversal 
is undoubtedly caused by the highly swirling flow, and is consis
tent with the strong vortex structures observed earlier (Fig. 3) . 
A recirculation zone is also apparent in the lower corners of 
the combustion chamber. This zone appears to be driven by the 
dome cooling jets, and is consistent with the observed horizontal 
flow in the radial direction that emanates from these cooling 
jets. 

Another major recirculation zone is centered on the zero axial 
contour that angles from the face of the injector outward till it 
reaches the wall of the combustor at a down stream location at 
about 140 mm. This large recirculation zone seems to have a 
major impact in stabilizing the flame under certain operating 
conditions. The last observed recirculation zone surrounds the 
zero isovelocity contours that exist between the 100 mm and 
240 mm axial locations. This recirculation pattern was very 
weak as judged by the magnitude of the velocities measured, 
and was only observed in the isothermal case. It was not seen 
in the combusting cases. The influence of the combustion was 
sufficient to eliminate this pattern from the flow field. Combus
tion also altered the shape and location of the other recirculation 
zones, but each of the other zones remained in the combustion 
cases. 

Figures 6(A), 6(B), and 6(C) present the isocontour plots 
for the mean axial, mean tangential, and mean radial velocity 
measurements respectively for the fuel lean case (<f> = 0.72). 
In each figure, the velocity contour plot from the centerline to 
the maximum measurement radius was created using commer
cial computer software, duplicated, and reversed. The reversed 
image was combined with the original image and superimposed 
on a schematic of the burner to provide an indication of the flow 
characteristics with respect to the burner. The data presented in 

— — — — — Z»ro Velocity Contour 
^- Recirculation Flow Pattern 

Fig. S Recirculation patterns with the high-swirl fuel injector 

Figs. 6(A) and 6(B) were collected along the Y coordinate 
direction out to about 60 mm. The data in Fig. 6( C) are limited 
to a radial location of about 30 mm because of the width con
straints of the windows. The flow fields and recirculation pat
terns presented here are generally consistent with those ob
served in Fig. 5. 

The flame at the operating condition was well attached to 
the center of the injector, and was considered to be fully 
developed, as was shown earlier in the discussion of Fig. 3. 
Mass balance calculations based on isothermal axial velocity 
measurements have been used to determine the overall accu
racy of the LDA measurements. It was found that the mass 
flow rate was strongly influenced by the gradient assumed 
near the wall, but reasonable velocity interpolations gave 
reasonable mass balance closure. 

The sharp peak in axial velocity component shown in Fig. 
6(A) near the injector is clearly evident. The rapid decay of 
the high-velocity region near the injector as one moves down
stream is also apparent. The recirculation zone directly over the 
injector is dramatic, and clearly shows a significant region of 
flow reversal. The tangential velocity in this zone is very high 
as seen in Fig. 6(B). The other major recirculation pattern in the 
combustor is of a somewhat different shape and in a somewhat 
different location than observed in the isothermal case (Fig. 5) . 
The recirculation patterns caused by the dome jets are notably 
absent. Visual observations confirmed that the corner recircula
tion still existed in the combustion flow cases, but it was not 
possible to collect LDA data close to the window near the 
bottom of the reactor because of excess optical noise. 
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Note: (N) denotes negative number 

A) Mean Axial Velocity, m/s B) Mean Tangential Velocity, m/s C) Mean Radial Velocity, m/s 

Fig. 6 Isovelocity contours for the T150-HS burner at 0 = 0.72 and 500 slpm air flow rate 

The radial velocity data are presented in Fig. 6(C). These 
data are limited to a radial location of about 30 mm. The radial 
flow velocities are all very low in magnitude, but do show some 
interesting structures. The low magnitudes of these velocities 
are close to the resolution of the LDA instrument. A similar set 
of gas velocity data for the Task 150-HS combustor operating 
at a fuel equivalence ratio of 1.49 is presented in Figs. 7(A), 
1(B), and 7(C) for the mean axial, mean tangential, and mean 
radial velocity measurements, respectively. The flame at this 
operating condition was attached to the insert and dome jets as 
was shown earlier in the discussion of Fig. 3. As above, the 
radial data in Fig. 7(C) are limited to a radial location of about 
30 mm, but the axial and tangential data in Figs. 7(A) and 
7(B) were collected out to about 60 mm. The flow fields and 
recirculation patterns presented here are also generally consis
tent with those observed in Figs. 5 and 6. 

As for the <j> = 0.72 case, the sharp peaks in mean axial 
velocity component associated with the injector are still clearly 
evident, but seem to decay more rapidly than in the $ = 0.72 
case. The recirculation zone directly over the injector is still 
dramatic, and shows little difference in the magnitude of the 
reversed velocity or in the size and shape of the recirculation 
pattern when compared to the <j> = 0.72 case. The other major 
recirculation pattern in the combustor is of a similar shape to 
mat observed with the <j> = 0.72 case, but seems to be much 
stronger (i.e., has much larger reversed flow velocity compo
nents). The recirculation patterns caused by the dome jets are 
still absent. As in the 0 = 0.72 case, visual observations con
firmed that the corner recirculation still existed in this combus
tion flow case, but it was not possible to collect LDA close to 
the window near the bottom of the reactor because of optical 
noise near the quartz windows. 

The radial velocity data are presented in Fig. 7(C) . Again, 
the radial flow velocities are all very low in magnitude, but do 
show some interesting structures, that are quite different than 

seen with the lean flame. The low magnitudes of these velocities 
are also close to the resolution of the LDA instrument. 

The differences in velocities between the lean flame and the 
rich flame show that there is a strong influence of the location 
of the flame zone on the flow fields as characterized by the 
measured velocity fields. 

Gas Temperature Measurements 

Coherent anti-Stokes Raman spectroscopy (CARS) was used 
to obtain a set of gas temperature measurements in the Task 
150-HS combustor at fuel equivalence ratios of 0.75,1.00,1.25, 
and 1.50; and at an air flow rate of 500 slpm. The details 
of the CARS facility have been well documented in previous 
publications (Boyack and Hedman, 1990; Hancock et al., 1991, 
1992). The CARS setup used for this study, as shown in Fig. 8, 
is very similar to the folded box-CARS phase matching scheme 
employed by Boyack (Boyack and Hedman, 1990J). Boyack 
located his combustor directly on the CARS optical table, and 
was able to focus the laser beams easily directly into his com
bustor. In this experimental setup, the combustor was remotely 
located. Consequently, the laser beams were directed off the 
optics table over a distance of about 10 m onto a set of optical 
bread boards located on either side of the Task 150-HS combus
tor. The optical components needed to create the box-CARS 
phase matching were located on these remote optical bread
boards. As with Boyack's work, the CARS signal was focused 
into the end of the fiber optic used to transfer the signal back 
to the spectrometer. The CARS lasers and spectrometer were 
keep in an optics room distant from the combustion facilities 
in an effort to keep the optical components relatively clean. 

Like the gas velocity measurements, the CARS temperature 
measurements were taken at closely spaced radial increments 
where large gradients in temperature were found and in a coarser 
grid where the temperature gradients were found to be relatively 
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Fig. 7 Isovelocity contours for the T150-HS burner at </> = 1.49 and 500 slpm air flow rate 

shallow. Temperature data were taken at similar axial locations 
as well. The temperature data were taken along the X coordi
nate, and consequently are available only out to a radius of 
about 30 mm, but were taken to an axial location of about 
300 mm. Attempts at obtaining data along the Y axis to radial 
locations near the quartz window resulted in laser damage to 
the quartz window. Nevertheless, the CARS temperature data 
obtained have provided adequate temperature measurements to 
well quantify the temperatures in the region of most interest 
near the injector. 

Figure 9 presents isocontour plots of temperature data for the 
Task 150-HS combustor operating with an air flow rate of 500 
slpm and at fuel equivalence ratios of 0.75, 1.00, and 1.50. The 
data at <j> = 1.25 have been excluded from the paper because 
of space considerations. Two hundred discrete temperature data 
points were taken at each of 92 separate diagnostic locations 
from the centerline to a 30 mm radial location, and from 10 
mm to 300 mm axial location. These sets of data were used to 
determine the mean temperatures used to create the isothermal 
contour plots shown. In order to show the symmetry of the 
flame, the contour plot was duplicated, and computer software 
was used to flip the image and add it to the opposite side of 
the combustor. The flow fields are very symmetric about the 
centerline in this highly swirled flame. The doubled image gives 
a better representation of the temperature field in the vicinity 
of the injector. 

The relatively cold region (600 K to 1000 K) directly above 
the injector in all three cases generally corresponds to the central 
recirculation zone seen in the gas velocity plots (Figs. 6 and 
7). Surrounding the cold central zone is an intermediate temper
ature region that seems to be associated with the penetration of 
the very high axial velocity into the combustor. Higher tempera
tures exist on either side of this penetration zone. It is unfortu
nate that temperature data could not be obtained in the lower 
corners of the combustor where the recirculation zones near the 
dome are located. The data do suggest that this region is rela

tively cool for the <f> = 0.75 case, but seem to indicate a rela
tively hot region in this corner recirculation zone for the </> = 1.5 
case. This observation seems to be consistent with the observed 
relocation of the flame zone from the central core of the vortex 
when operating fuel lean to the outer recirculation zone when 
operating fuel rich, as noted in the digitized film images and in 
the PLIF images of OH radical discussed in the last section of 
this paper. 

Temperatures in excess of the § = 0.75 adiabatic flame tem
perature (1963 K) are seen in a zone near the centerline at an 
axial location of about 100 mm for the fuel lean case. Since 
this is a non-premixed flame, this suggests that this diffusion 
zone may be operating with near-stoichiometric (</> = 1.00) 
mixtures of fuel and air. The peak temperature that was mea
sured was 2085 K which is about 178 K below the theoretical 
stoichiometric adiabatic flame temperature of 2263 K. 

In the stoichiometric case ( $ = 1.00), the peak measured 
temperature is 67 K below the theoretical stoichiometric adia
batic flame temperature of 2263 K. The zone of near-peak tem
perature extends from an axial location of about 100 mm to 
about 170 mm and forms a toroidal shaped ring around the 
centerline. Beyond the high-temperature region, the tempera
tures decrease, dropping to about 1800 K at the combustor exit 
(not shown). 

Isocontour plots of gas temperature measurements for the </> 
= 1.50 case are shown in Fig. 9(C) . It is interesting to note 
that the peak temperature (1875 K) in the fuel-rich case, like 
the stoichiometric case, is just below the predicted (<£ = 1.50) 
adiabatic flame temperature of 1974 K. It seems reasonable that 
the peak measured temperature in this case would be close to 
the adiabatic flame temperature, since all of the oxygen would 
be consumed early in the flame, preventing a zone near stoichio
metric from ever existing. 

The variation in temperature field as the fuel equivalence 
ratio changes from fuel lean to fuel rich seems to be consistent 
with the observations made from the still photographs. At 4> = 
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Fig. 8 Schematic of CARS system installation on the combustor 

0.75, the flame is well attached to the burner, with a narrow 
vortex penetrating into the injector and a fully developed flame 
structure attached to the injector. The temperature distributions 
at <fr = 1.0 and cf> = 1.25 (not shown) were very similar, and 
seemed to agree with the flame structures described in Fig. 3 
as a rich lifted flame and a funnel shaped flame. At <p — 1.50 
(Fig. 9C), the center cold zone has been reduced in size, and 
there are higher temperatures at the outer edge of the measure
ment region that support the visual observation that the flame 
is attached to the insert jets. These results also suggest that a 
fairly high temperature exists in the corner recirculation zone 
when the combustor is operating in a fuel rich mode. In general, 
the temperature measurements are consistent with the visual 
flame conditions, the PLIF images of the OH radical, and the 
velocity measurements for this particular test condition. 

PLIF Imaging of OH Radical 
In PLIF (planner laser induced fluorescence) imaging, a dye 

laser is tuned to a resonant frequency, which causes the particu
lar combustion radical or molecule to fluoresce at a different 
resonant frequency. This fluorescence is then recorded and the 
two-dimensional image preserved with an electronic camera. In 
these experiments, OH radicals were excited with an ultraviolet 
(ca 283 nm) light sheet produced by a tunable dye laser pumped 
with a 10 ns pulse from a Nd:Yag laser. This sheet of laser 
light was passed through centerline of the reactor. An intensified 
CCD camera, located normal to the laser sheet, captured the 75 
mm high two-dimensional UV (ca 308 nm) image (Fig. 10). 
This nearly instantaneous map of OH radical concentration in 
the flame zone was then stored by a Macintosh computer. The 
images have been analyzed and enhanced using conventional 
computer software. 

OH radicals are commonly chosen for PLIF because they are 
important markers in hydrocarbon flames. These radicals are 
produced in large quantities during the combustion process, 
and are a good indicator of flame fronts. However, in some 

circumstances, these radicals may persist for long distances 
downstream of the actual flame front, limiting their usefulness. 
Also, as in any laser diagnostic technique, there is a concentra
tion level below which the OH radical will not be detected. 
With these limitations in mind, conclusions based solely on 
PLIF images of the OH radical must be carefully drawn. 

Many PLIF images of the OH radicals were obtained in the 
Task 150-HS combustor at 500 slpm air flow and at fuel equiva
lence ratios that ranged from 0.62 to 1.75. Images were taken 
at values of fuel equivalence ratio that roughly correspond to 
the changes in flame structure that had been observed visually 
and documented with still photographs (Fig. 3). Comparison 
of the two types of flame image, and the relation of these images 
to the time-mean flow field and bulk equivalence ratios, explains 
much about the flame structures. However, comparison of a 
sequence of instantaneous OH images at fixed operating condi
tions, e.g., Fig. 11, also reveals the highly nonstationary charac
ter of the flame zone. This behavior is similar to that observed 
previously in the Task 100 research combustor (Roquemore et 
al., 1991). 

The experimental behavior of the Task 100 research combus
tor is quite different from the predictions by computational fluid 
dynamics (CFD) programs. These computer codes predict the 
flame to be anchored in the jet shear layer for all fuel equiva
lence ratios. However, the flame has been experimentally ob
served (Roquemore et al., 1991) to attach to the backward-
facing step just outside the air tube at fuel equivalence ratios 
(4>) in excess of 1.08. In these operating conditions, a small 
"coke bottle" shaped flame pilots a thicker flame sheet, which 
is much lower in the combustor than the CFD programs predict. 
A waisting in the flow field is predicted by the CFD code, but 
the mixture is predicted to be too lean to burn. Roquemore 
postulates that a discrete and intermittent process is responsible 
for the entrainment of the fuel into the step recirculation zone. 
This type of transport would require passageways in the flame 
in order to deliver the unburned fuel from the fuel tube to the 
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A) Fuel Equivalence Ratio = 0.75 B) Fuel Equivalence Ratio = 1.00 C) Fuel Equivalence Ratio = 1.50 

Fig. 9 Mean gas temperature isocontours for the T150-HS burner at 500 slpm air flow rate 

step recirculation zone. These passageways would appear as a 
region with little to no OH radical present. 

Much of what Roquemore postulated has been found in PLIF 
images of the OH radical collected in the Task 100 research 
combustor. In the well-attached flame ((j> = 1.56), the OH 
radicals appear in vortex structures being shed off the backward 
step. These structures were very clear in the images collected. 
In the lean condition, OH radicals were not observed below 
150 mm in the reactor, with relatively small amounts between 
150-200 mm and very large amounts beyond. Similar observa
tions have been made in the PLIF images of the OH radical for 
the Task 150 technology combustor (e.g., Fig. 11 and Fig. 12A, 
125, and 12C). Figure 11 shows four separate instantaneous 
images at two different axial locations at <f> = 1.29. Figure 12 
shows composites of several single PLIF images of OH radical 
grouped as a collage in the appropriate locations within the 
combustor at a fuel lean condition (cp = 0.62), near-stoichio-
metric (<j> = 1.08), and at a fuel-rich condition (</> = 1.49). 
These images dramatically illustrate the characteristics of swirl
ing flames and the highly variable nature of the instantaneous 
flame shape. Therefore, it seems likely that the conclusion 
reached for the co-axial jet system of the Task 100 research 
combustor (Roquemore et al., 1991; Sturgess et al., 1992, 
1991b), that mass transport in axisymmetric, turbulent, recircu
lating flames is dominated by nonstationary flow phenomena, 
and not by gradient transport is confirmed, even in a practical 
injection system. The implication of this finding for accurate 
mathematical modeling of practical turbulent combustion sys
tems is very important. 

It is informative to correlate these OH images with the informa
tion known about the partitioning of the air flow rates through 
the various air passageways through the nozzle. The local fuel 
equivalence ratios shown in Table 2 were calculated from the air 
flow through each of the different passageways and the total fuel 
flow. Implicit in these calculations are two assumptions. First, the 
fuel is assumed to mix uniformly within each combination of parti
tions before mixing with remaining air. Second, any fuel blockage 

effects (which would change the partitioning as a function of fuel 
flow) are assumed to be negligible. At this air flow rate (500 slpm), 
LBO occurs at a fuel equivalence ratio of about 0.42. 

With these assumptions in mind, and knowing the fiammabil-
ity limits (</>) of propane are roughly 0.5 to 2.5, some conclu
sions can be cautiously applied to these images. In every case, 
the air in the primary swirler alone does not provide sufficient 
oxidizer to permit combustion. Thus, the fuel must mix with at 
least the secondary swirled air before combustion is possible. 
As shown in Fig. 12 (A), with a fuel equivalence ratio of 0.62, 
the funnel structure expected in a swirl stabilized flame is clearly 
evident. The local fuel equivalence ratio with the air from the 
two swirled jets is 1.11, indicating little air from the insert jets 
is needed to complete the combustion. Although Fig. 12(A) 
shows high concentrations of OH radical extending above the 
funnellike structure, visual observations reveal the visible flame 
region is apparently only a thin sheet, much like a horn, or 
funnel, with a rounded cusp. 

Burner Orientation 
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Tunable 
Dye Laser 
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ICCD 
Computer ^-< *" Camera 

Fig. 10 Instrumentation for PLIF imaging of OH radical 
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Fig. 11 Instantaneous flame images by PLIF of the OH radical (T150-HS nozzle, 500 slpm air, d> = 1.29) 

As the overall fuel equivalence ratio is increased to 1.08 (Fig. 
12B), the swirled air/fuel mixture was still within flammability 
limits. What changed was the extra fuel left to mix with the 
insert jets. This additional fuel, as shown in Fig. 12 (B), appar
ently burned on the shoulders of the funnel like structure. Fi
nally, as the overall fuel equivalence ratio is increased to 1.49 
(Fig. 12C), the very fuel-rich swirled air directly over the injec
tor can no longer support combustion. The estimated fuel equiv
alence ratio in this central zone is estimated to be about 2.67, 
which exceeds the rich flammability limits for propane and air. 
The characteristic funnel of a swirl stabilized flame is no longer 
visible in Fig. 12(C). The combustion is only taking place 
where air from the insert and dome jets has reduced the local 
fuel equivalence ratio to within the flammability limits of pro
pane and air. This can be illustrated by comparing Fig. 12(A) 
with Fig. 12(C). These two images appear to be negatives of 
each other—where one is black the other is white. This tends 
to support an assumption of the fuel mixing with each air pas
sageway in turn from the inside out. 

Observations and Conclusions 
There have been considerable insights into the operational 

characteristics of a practical injector gained from this study. 
However, there is much to be done before a full understanding 
of the combustion characteristics of a practical gas turbine com-
bustor is achieved. 

A complex series of intricate flame shapes have been ob
served in the Task 150 technology combustor. Each flame shape 
indicates a different mode of operation, which differ from one 
another in the location of the flame fronts, or by some structure 
such as thickness or intensity. The different structures observed 
arise from changes in the flow fields, mixing patterns, or fuel 

equivalence ratio as operating conditions are varied. The fuel 
equivalence ratio where the flame transitions from one structure 
to another is the major operating variable affecting flame struc
ture. The flames were attached to the insert air jets when the 
burner was operated very fuel rich. The flame would then lift, 
reattach, and lift again as the fuel equivalence ratio was progres
sively reduced. During the reattachment phase, the flame would 
take on many of the characteristics of a strong vortex and 
showed characteristics much like a tornado. Consequently, the 
terminology of funnel cloud, tornado, and debris cloud were 
adopted to describe some of the observed flame structure. 

Gas velocity measurements were made where the flame is 
well attached to the injector (<£ = 0.72), at fuel-rich conditions 
(4> = 1.49) where the flame is attached to the dome and insert 
jets, and in isothermal, nonreactive flows where nitrogen was 
substituted for the propane fuel. These velocity data have al
lowed the effect of the flame temperature on the flow field and 
gas velocities to be determined. 

Gas velocity data near the injector have shown sharp peaks 
in mean axial velocity near the outlet of the injector, and a 
corresponding strong tangential component in this same loca
tion. The insert jets had a marked influence on the axial and 
radial components, but seemed to have little effect on the tan
gential velocity components. The sharp gradients in axial veloc
ity component were observed to decay quite rapidly with in
creasing downstream position. The strong tangential velocities 
associated with the injector decayed rapidly and diffused to the 
outer edges of the reactor becoming nearly uniform (ca - 1 ml 
s across the duct by the 150 mm axial location. Mass balance 
calculations based on isothermal axial velocity measurements 
have been used to determine the accuracy of the LDA measure
ments, and to assist in the extrapolation of the velocity to the 
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Fig. 12 Instantaneous PLIF contours of OH radical (T150-HS burner, 500 slpm air) 

wall. The mass flow rate is strongly influenced by the gradient 
assumed near the wall, but reasonable velocity interpolations 
gave reasonable mass balance closure. 

Images from still photographs and angular velocity data de
duced from the tangential velocity measurements have shown 
that the flow in the region behaves much like that observed in 
a strong vortex, with the rotational speed in rpm increasing 
toward infinity as the zero radius position is approached. The 
high rotational speeds are consistent with visual observations 
of the flames. The steep gradients in angular velocity suggest 
the shear stresses in the swirling eddies are very high. 

An analysis of the zero axial velocity contours for one of the 
isothermal flow cases (14 slpm N2, and 500 slpm air) has been 
used to show the complex flow structure that includes four 
recirculation zones: one at the bottom edge of the reactor driven 
by the dome jets, a second small but intense recirculation zone 
associated with the injector swirlers directly over the injector, 
a third major recirculation zone that begins at the edge of the 
injector and angles upward to the wall of the reactor, and a 
weak fourth recirculation zone high up in the combustor. The 

Table 2 Local </> from total fuel flow and air for each flow passage 
combination 

Overall 

f 

<]) with air 
from primary 

swirler 

<|) with air 
from primary 
+ secondary 

swirlers 

0 with air 
from primary 
+ secondary 

swirlers 
+ insert jets 

0.62 4.17 1.11 0.80 
1.08 7.26 1.94 1.39 
1.49 10.02 2.67 1.92 

weak fourth zone was not seen in the combusting flows. The 
recirculation zones are consistent with the visual observations 
and video images taken of the reactor. 

CARS gas temperature measurements have been successfully 
made in the Task 150 technology combustor. The measured 
peak temperatures were slightly below the predicted adiabatic 
flame temperature for the stoichiometric and fuel rich cases. 
The peak temperature was slightly higher than the adiabatic 
flame temperature for the lean case, which suggests a local 
diffusion zone within the flame that is close to a stoichiometric 
fuel equivalence ratio. 

The variation in temperature field as the fuel equivalence 
ratio changes from fuel lean to fuel rich seemed to be consistent 
with the observations made from the still photographs. In gen
eral, the temperature measurements are consistent with the vi
sual flame conditions, the PLIF images of the OH radical, and 
the velocity measurements for this particular test condition. 

The PLIF images of the OH radical taken with the Task 
150-HS technology burner dramatically illustrate the char
acteristics of swirling flames and the highly variable nature 
of the flame shape. The air from the insert jets significantly 
affects the flame structure, and the different modes of opera
tion observed. Correlation of these OH images with the par
titioning of the air flow rates through the various air pas
sageways of the injector showed a consistent correlation 
between the local fuel equivalence ratio and the location of 
the flame structure. The images at low overall fuel equiva
lence ratio where the flame is well attached to the burner, 
and the images at high overall fuel equivalence ratio where 
the flame is attached to the insert jets are negatives of each 
other—where one is black the other is white. This supports 
the assumption of the fuel mixing with each passageway in 
turn from the inside out. 
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A Review of Droplet Dynamics 
and Vaporization Modeling for 
Engineering Calculations 
The present paper reviews the methodologies for representing the droplet motion and 
vaporization history in two-phase flow computations. The focus is on the use of 
droplet models that are realistic in terms of their efficient implementation in compre
hensive spray simulations, representation of important physical processes, and appli
cability under a broad range of conditions. The methodologies available at present 
to simulate droplet motion in complex two-phase flows may be broadly classified into 
two categories. First one is based on the modified BBO equation. This approach is 
more comprehensive, but requires modifications and/or correlations at higher droplet 
Reynolds number. The second approach aims at developing correlations, using de
tailed numerical simulations or laboratory experiments, for the effects of flow nonuni
formity and droplet relative acceleration on the instantaneous drag and lift coeffi
cients. Recent advances made in the droplet vaporization models are also discussed. 
The advanced vaporization models include the effects of transient liquid heating, gas-
phase convection, and variable thermophysical properties. All of these models are 
discussed, and recommendations are made for their inclusion in comprehensive two-
phase computations. 

Introduction 
Modeling of droplet dynamics and vaporization history in a 

turbulent, two-phase flow is a challenging problem. First of all, 
it requires an accurate representation of droplet motion in an 
unsteady, turbulent flow field. Important considerations here 
include the description of instantaneous turbulent velocity field 
for the carrier fluid, and the effects arising from flow nonunifor
mity and droplet relative acceleration, mass transfer, curvilinear 
trajectory, and shear-generated lift forces. Droplet vaporization 
adds another level of complexity to the modeling problem, due 
to the effects of transient liquid heating, gas-phase convection, 
and variable thermophysical properties. The problem is further 
compounded in situations involving nondilute sprays and high 
pressures, especially those approaching supercritical values. 

In this paper, we review the methodologies available at pres
ent to represent the droplet dynamics and vaporization history 
in turbulent, two-phase flows. The review is not intended to be 
a comprehensive study of the extensive literature that already 
exists on the subject, rather to focus on those droplet models 
that have a realistic representation of relevant physical pro
cesses, and can be implemented efficiently in comprehensive 
spray simulations. Many excellent reviews already exists on the 
various phenomena related to droplet motion and vaporization. 
The work on droplet motion is reviewed by Clift and Gauvin 
(1971), Clift et al. (1978), and Leal (1980), The spray model
ing work is reviewed by Williams (1973) and Faeth (1977), 
and the droplet vaporization models by Law (1982), Sirignano 
(1983), and Aggarwal et al. (1984). The present review consid
ers both the droplet dynamics and the vaporization aspects, and 
may be viewed as a supplement to the cited reviews. It should 
also be mentioned that many other important issues, such as 
droplet-turbulence interactions, droplet-droplet interactions, 
and high-pressure phenomena, are not covered in this review. 
In the following, the droplet dynamics models are reviewed 
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The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute February 19, 1994. Paper No. 94-GT-215. Associate Techni
cal Editor: E. M. Greitzer. 

first, followed by a review of vaporization models. Conclusions 
and recommendations for additional work are presented in the 
last section. 

1 Droplet Dynamics Models for (Low-Pressure) 
Subcritical Conditions 

The study of droplet motion has developed in many different 
directions due to the varied contexts in which they appear. 
For sufficiently small droplets, the Reynolds number is in the 
Stokesian regime and the droplet motion can be estimated in 
terms of an unsteady Stokes flow theory. Originally Basset 
(1888), Boussinesq (1885), and Oseen (1927) developed a 
force expression for a slowly moving, accelerating, rigid sphere 
in a still fluid: 

md —— = 3irp,gDd(ugi - udi) + - • - • Ddpg — (ugl - udl) 
at I o at 

Dl 
6--^--ylnpgfj,s 

-(ugi udt) 

•dt' (1) 

where the terms on the right-hand side are, respectively, the 
Stokes drag, added-mass term, and Basset history term. Later, 
Tchen (1947) extended the BBO equation to incorporate the 
effects of a temporally varying flow field on particle transport. 
Corrsin and Lumley (1956) modified Tchen's equation to ac
count for spatial nonuniformity of the flow field. Riley (1971) 
revised Corrsin and Lumley's equation to account properly for 
the effect of undisturbed flow on the particle motion. Maxey 
and Riley (1983) pointed out some inconsistencies in the modi
fications suggested by Tchen (1947) and Corrsin and Lumley 
(1956), and obtained the modified BBO equation in the follow
ing form: 
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l.Pi.£» Vr. I Ugi _ Ud. + _L DJv2Hg/ du£ 
dt 4 pd Dd 24' 

+ Bs Du* 1 & d / J_ j 2 

p„ Df 2 pd dt \ s 40 *' 

p. Isiul f 1 d I D2d „2 \J , 
pdVnDdJ,Jt-t'dt\ 24 ' / 

+ 1 
Pd 

gi ( 2 ) 

The derivative dldt denotes a time derivative following the 
moving sphere, and D/Dt the time derivative following a fluid 
element. The terms on the right-hand side correspond in turn 
to the effects of viscous Stokes drag, pressure gradient of the 
undisturbed flow, added mass, Basset history term, and buoy
ancy. 

Equations (1) and (2) have several limitations when they are 
employed in the computations of turbulent sprays. First of all, they 
are limited to low Reynolds number flows (Re < 1). In addition, 
the effects of heat and mass transfer (Stefan flow) on the drag 
coefficient, and the presence of lift force due to shear, are not 
accounted for. Also, the consideration of turbulence and the prox
imity of other droplets require further modifications to the droplet 
drag equation. Different approaches used to account for some of 
these effects are discussed in the following. 

1.1 Corrections for Higher Reynolds Number. A sub
stantial amount of research (Clift et al., 1978) has found that 
the effects of flow nonuniformity and droplet relative accelera
tion on the droplet drag and lift forces can significantly alter 
the droplet motion. A review of the effects of acceleration is 
given by Clift et al. (1978) and Clift and Gauvin (1971), and 
of flow nonuniformity by Clift et al. (1978) and Leal (1980). 
Hughes and Gililand (1952) and Hjelmfelt and Mockros (1967) 
predicted that a sphere that falls freely experiences drag higher 
than that given by the Stokes coefficient as it accelerates to its 
terminal velocity. Odar and Hamilton (1964) used an experi
mental study and obtained separate correlations for the effects 
of added mass term and Basset history term at Reynolds number 
values up to 62. Tsuji et al. (1990) investigated experimentally 
the drag on a sphere in a periodically pulsating flow for Reyn
olds number in the range 8000 < Re < 16,000. Their results 
show that the drag increases in the accelerating flow and de
creases in the decelerating flow. Odar (1968) provided data on 
the drag of a sphere along a circular path in the Reynolds 
number range from 6 to 185, which shows that the effects of 
added mass and history of motion increase for this case, whereas 
the contribution from steady-state drag remains the same as 

that in a rectilinear motion. Rivero (1991) and Chang (1992) 
investigated numerically the time-dependent, axisymmetric flow 
past a sphere at Re varying between 0 and 100, including both 
oscillatory flows with zero mean and constantly accelerating or 
decelerating flows. Their results support the idea of an added-
mass effect even when there is flow separation. The added-mass 
term is attributable to the pressure distribution and the 
coefficient appears to be \ under a wide range of conditions. 
The results of these studies indicate that the drag at intermediate 
or high Reynolds number increases due to droplet relative accel
eration. Contrary to the above, Temkin and Kim (1980) and 
Temkin and Mehta (1982) obtained the drag by observing the 
motion of a sphere in a shock tube, and reported the opposite 
results. Ingebo (1956) reported results showing the same trend. 

As is evident from the literature, droplet motion in multiphase 
flows is not completely understood at moderately high Reynolds 
number. In particular, there is significant uncertainty about the 
role of flow nonuniformity and droplet acceleration on droplet 
motion. The previous studies also indicate that the efforts to 
represent these effects in the droplet dynamics equation have 
proceeded along two different directions. One approach has 
employed further modifications (Odar and Hamilton, 1964) to 
the BBO equation to represent the effects of higher Reynolds 
number. In the second approach, different correlations have 
been proposed to modify the standard drag coefficient for in
cluding the effects of flow nonuniformity and droplet accelera
tion. 

Approach 1. This approach employs the modified BBO 
equation, and incorporates the effect of convective acceleration 
of the gas surrounding the droplet at higher droplet Reynolds 
number and accounts for shear lift force. 

(a) The modified BBO equation. Odar and Hamilton 
(1964) used an experimental study and obtained separate corre
lations for the effects of added mass term and Basset history 
term at Reynolds number values up to 62. They expressed the 
total drag force by the use of empirical coefficients CDs, CA, 
and CH-

dudi _ 7T 
ttld ~ — <^Ds ' T 

dt 4 
)2d---PgVr(Ugl Udi) 

IT 3 d 
+ CA'-' Ddpg — (ugi - udi) 

6 dt 

D2 rdf(USl Udi) 

C„' — -Hpgrig-\ •== dt' 
4 J'o V* - / ' 

+ lDlPg9hL ( 3) 
6 Hg Dt 

Nomenclature 

Ac = acceleration factor 
m = mass 

BM = mass transfer number 
m = droplet vaporization rate 

BT = heat transfer number 
Nu = Nusselt number 
CA = added-mass drag coefficient 
Rd = droplet radius 
CD — drag coefficient 
Re = droplet Reynolds number = 

DdVr/vg 

CDo = steady-state drag coefficient 
Sc = Schmidt number 
CH = Basset history drag coefficient 

T = temperature 
CL = lift coefficient 
«, = velocity component in i direction 
Cp = specific heat 
Vr = magnitude of relative velocity 
D = mass diffusivity 
Xi = displacement in i direction 

Dd = droplet diameter 
YF = mass fraction of fuel vapor 
dij = deformation rate tensor 
p = density 
g = gravity 
p. = viscosity 

K = coefficient of Saffman's lift 
force 

v — kinematics viscosity 
K = nonuniformity parameter 
L = latent heat 

V = effective latent heat 

Subscripts 
g = gas 

f = 1 = radial direction 
i = 2 = axial direction 

d = droplet 
s = droplet surface 
°° = value at infinity 
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where CDs, CA, and CH are, respectively, the steady-state, added-
mass, and history drag coefficients used to represent the effect 
of higher Reynolds number. CDs is defined later in Eq. (27). 
Based on their measurements, Odar (1966) suggested the fol
lowing empirical formulas for CA and CH: 

C, = 1.05 

CH — 2.1 

0.066 

A2
C + 0.12 

3.12 
(i +Acy 

Ac is the acceleration factor defined by 

Ac = - i V2
r ldVr 

Dj dt 

(4) 

(5) 

(6) 

I I H i l l — * ~ 4 I I I III 

Fig. 1 Shear lift coefficient based on the present approximate expres
sion of Mei (1992) and the analyses of Saffman's (1965) and McLaughlin 
(1991) (from Mei, 1992) 

and the droplet mass 

md = ^K-Dlpd (7) 

Odar (1966) confirmed that Eqs. (4) and (5), derived for a 
simple harmonic motion, are valid for the free fall of a sphere 
in a viscous fluid. 

(b) Shear lift force. Saffman (1965, 1968) studied theo
retically the lift on a small sphere in a steady, uniform shear 
flow and gave the following expression for the shear lift force: 

FL = 6A6pvmR2
d(ugi -udi) 

du„ 

dx2 
sign 

dug\ 

dx2 
(8) 

where ugX and ud, are the velocities of the fluid and the particle 
in the x direction, and dus\ldx2 is the shear rate of the mean 
flow. In the derivation, it was assumed that 

Res = ^ - d « n , (V,= |«s 
V 

i - udi | ) (9) 

ReG = G D ' « l , U = 
dugi 

dx2 ) 
(10) 

Re c = ^ l (11) 

and 

Re I 

Re, 
> 1 (12) 

where fi is the rotational speed of the sphere. Equation (8) can 
be used with confidence only when these conditions are met. 
However, practical situations arise during the study of droplet 
motion in turbulent flow that require an expression for the shear 
lift force at larger droplet Reynolds number, Re,, when condi
tions ( 9 ) - ( 1 2 ) are no longer met. 

McLaughlin (1991) extended Saffman's analysis to find 
shear lift force for Re, < 1, but arbitrary e, and expressed the 
lift force coefficient as 

C, 
= 0.4437(e) (13) 

Saffman's (1965) result was recovered as 7 -* 2.255 for large 

7(e). McLaughlin found that 7(e) decreases to zero rapidly 
as e decreases, which means that Saffman's expression would 
overpredict the shear lift force. From the table given in 
McLaughlin (1991), a curve fit for 7(e) is constructed by Mei 
(1992) for U e < 20, 

7(e) « 0.6765 [1 + tanh (2.5 log10 e + 0.191)] 

X [0.667 + tanh (6(e - 0.32))] (14), 

Dahdy and Dwyer (1990) reported computational results for 
the shear lift force at finite Re, (0.1 =s Re, s 100) and finite 
shear rate, 

a = — = - Re,e2, (0.005 ^ a < 0.4) 
Vr 2 

(15) 

After careful examination of the numerical results of Dandy 
and Dwyer (1990), Mei (1992) proposed the following approx
imation for CL: 

- ^ - = - ^ L = ( 1 - 0.3314a"2) e x p ( - ^ 

+ 0.3314a"2, Re, s 40 

= 0.0524(a Re,)"2 , Re, > 40 (16) 

which combines the analytical result of Saffman (1965) at small 
Re, and a and the numerical result of Dandy and Dwyer (1990). 
In the above, the subscript Sa denotes the corresponding result 
obtained by Saffman (1968). Figure 1 shows the comparison 
of the results of Saffman (1965), Dandy and Dwyer (1990) 
(Eq. (16)), and McLaughlin (1991) (Eqs. (13) and (14)). It 
can be seen that at low Re, all three forms agree well with each 
other for a = 0.4. At low shear rate, a = 0.1, McLaughlin's 
result deviates quickly from the numerical result of Dandy and 
Dwyer as Re, increases. This is expected because the asymptotic 
result of McLaughlin is valid only at low Re,, while a decrease 
in e means an increase in Re, for a fixed a. Thus, one cannot 
expect the result to be accurate for a fixed shear rate a with 
decreasing e. On the other hand, for a fixed Re, (say Re, = 
0.1), McLaughlin's analysis indicates that the lift force de
creases rapidly as e or a decreases and deviates from Saffman's 
prediction, while the numerical result of Dandy and Dwyer at 
Re, = 0.1 differs only slightly from Saffman's prediction even 
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at a = 0.005 and 0.01. It is not clear whether the discrepancy 
at Res = 0.1 and a < 1 is due to the nonlinear inertia effect 
neglected in the analysis or to the numerical uncertainties, such 
as the size of the computational domain and grid resolution, in 
dealing with three distinctive regions of the flow field defined 
by Res and a. 

It should also be mentioned that the analysis of Saffman 
(1965) and that of McLaughlin (1991) are based on the assump
tion that Ren < 1. In the low Re regime, the rotation has little 
effect on the shear lift. The numerical result of Dandy and 
Dwyer is for Ren = 0. The effect of rotation on the shear lift 
force at finite Rejj is not clear at present. 

Approach 2. The second approach, instead of using the 
modified BBO equation, employs different correlations to repre
sent the effects of flow nonuniformity and droplet relative accel
eration on drag and lift forces operative on a droplet. The effect 
of flow nonuniformity is represented in terms of a nondimen-
sional parameter K and the droplet Reynolds number (Puri and 
Libby, 1990), and the effect of acceleration in terms of a nondi-
mensional parameter Ac (Temkin and Kim, 1980). The correla
tions are expressed in the following form: 

CD = CDI(1 + / ( * , Re)) - CAD-AC (17) 

CL = CKL-f(K, R e ) - CAL-AC (18) 

where/(/c, Re) is a function involving both the flow nonunifor
mity and Reynolds number. 

Then, the droplet acceleration components may be expressed 
in the radial and axial directions as: 

dud 3 . P - V , 
dt 4 pd Dd 

dudx _ 3 £>g V, 

[-CL(ug2 - u^) + CD(ug «-i)](19) 

dt 4 pd Dd 

[CL(ug2 - UM) + CD(ugi - udi)] (20) 

Based on the experimental data, different correlations have 
been proposed. Temkin and Kim (1980) and Temkin and Mehta 
(1982) gave the following expression for the drag coefficient: 

(a) For water droplets, having diameters in the range 8 7 -
575 /an, in uniform flow behind a weak shock wave and the 
Reynolds number range 3.2 < Re < 77: 

CD = CDs - K-Ac for ^ < 0 
dt 

(21) 

Puri and Libby (1990) conducted experiments on droplets 
moving in a Poiseuille flow in the Reynolds number range of 
0.7 to 27 and K in the range of 10 "3 to 6 X 10 "3 and determined 
that the droplets experience drag larger than that given by the 
standard drag. They suggested the following correlation for the 
drag coefficient: 

Co — C/j 1 + 575 0") (25) 

They also determine the presence of lift due to flow nonunifor
mity. Following the relations of Saffman (1965) and Drew 
(1978) and considering their own data and those of Eichhorn 
and Small (1964), they present an empirical formula for the 
coefficient CL as 

/ / c 2 \ 3 ' 4 

C = 2 0 C D S ( - ) (26) 

For low Reynolds numbers, CDs is given by the Stokes drag, 
whereas for high Reynolds number, it involves Stokes drag and 
a correction such as proposed by Putnam (1961), i.e., 

24 Re2 

(27) 

Peng and Aggarwal (1993) studied the droplet motion in 
Poiseuille flow and counterflow, and proposed the modified 
correlations for the effects of flow nonuniformity and relative 
acceleration at moderately high Reynolds number. 

CD 
1+c-{£)'" 

/ K 2 \ 3 ' 4 

w. = CKL'CDA —— I — CAL'AC 
\ R e / 

where CKD, CAD, CKL and CAL are constant. 
In Poiseuille Flow: 

CAD = 0.42, CAL = 5 X 10~3 when Ac < 0.0 

CKD = 575.0, (7^ = 50.0 
In Counterflow: 

CAD = 0.52, CAL = 0.15 when Ac < 0.0 

CAD = 0.2, CAL = 0.15 when Ac > 0.0 

(28) 

(29) 

where K is a constant of order 1. 
(ZJ) For water droplets, having diameters in the range of 

115-187 /um, in propagating N waves, and the Reynolds num
ber range 9 < Re < 115: 

CD = CDs - 0.048• Ac ( - 45 < Ac < - 3 ) (22) 

3 829 
CD = CDs - —A 0.204 (5.9 < Ac < 25) (23) 

The parameter Ac is defined as 

' Pd , \ Dd dVr 

CKD = 725.0, CK 400.0 

Ac= ^ - 1 - ^ 
V2 dt 

(24) 

These relations indicate that acceleration decreases and decel
eration increases droplet drag. 

Equation (24) is used to calculate Ac. 
Figures 2(a) and 2(b) show the time history of standard 

drag force, pressure gradient force, added-mass force, Basset 
history force, and Saffman lift force predicted by using Ap
proach 1 for a droplet moving in Poiseuille flow (taken from 
Peng and Aggarwal, 1993). The important observation is that 
the Saffman lift force is significant compared to the standard 
drag force, and influences the droplet trajectory in the radial 
direction. However, the other forces such as pressure gradient 
force, added-mass force, and Basset history force are negligible 
compared with the standard drag force. Figure 3 shows the 
comparison of droplet trajectories predicted by Approaches 1 
and 2 with experimental data. It is observed that the application 
of Approach 1 does not give good predictions for this case. For 
the case of droplet moving in counterflow, the comparison of 
droplet trajectories predicted by Approaches 1 and 2 is shown 
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Fig. 2 Time history of Individual forces in radial and axial directions for 
droplet in Poiseuiile flow using Approach 1 

in Fig. 4. It is indicated that Approach 1 yields trajectory that 
is significantly different from that obtained experimentally. In 
order to understand these differences, the time history of various 
forces represented in Approach 1 is given in Fig. 5. Important 
observation is that with Approach 1, all the secondary forces 
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Fig. 4 Comparison of computed and measured droplet trajectories in 
counterflow 

are negligible compared to the standard drag force. Conse
quently, the predictions of Approach 1 are similar to those 
obtained by considering only the standard drag. 

1.2 Correction for Vaporization. Many spray applica
tions involve elevated temperatures where the effects of heat 
and mass transfer on droplet drag must be considered. Yuen 
and Chen (1976) found that vaporization affects drag in two 
ways. First, the temperature and concentration gradients be
tween the droplet surface and the ambient cause substantial 
reduction in the absolute viscosity of the gas, which decreases 
friction drag. Second, vaporization affects the boundary layer 
surrounding the droplet; this blowing effect reduces friction 
drag and increases form drag. Yuen and Chen argue that the 
decrease in viscous drag due to blowing is accompanied by an 
increase in the pressure drag of similar magnitude. In order to 
account for both variable properties and blowing, a large num
ber of steady-state correlations for drag and heat and mass 
transfer have been proposed. 

Yuen and Chen (1976) showed experimentally that for low 
to moderate vaporization rates (BT = CP(T«, - Ts)/L < 3), the 
drag coefficient of an evaporating droplet may be approximated 
by the standard drag curve, provided the gas viscosity fj, is 
evaluated at reference temperature and concentration obtained 
by using the j rule: 

Tref = Ts + i(T„ - T,), 

Jp.ref — YFS + l('F< YFs) (30) 

Fig. 3 Comparison of computed and experimental droplet trajectories 
in Poiseuiile flow 

Renksizbulut and Yuen (1983a) conducted numerical experi
ments with droplets in air streams up to 1059 K, and comparing 
their results with the experimental data of Yuen and Chen 
(1976) and Eisenklam et al. (1967), proposed the following 
correlation for the drag coefficient of a droplet evaporating in 
air: 
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Fig. 5 Time history of individual forces in radial and axial directions for 
droplet in counterflow using Approach 1 

C0s = ^ ( l + 0 . 2 R e ° - 6 3 ) ( l + B r ) - ° 2 

Re 
(31) 

where the j rule is used to evaluate the thermophysical proper
ties, except for the density in Re, which is the free-stream 
density. Their correlations are valid for 10 < Re < 300. The 
(1 + BT)02 factor accounts for the reduction in drag due to the 
blowing effect of evaporation. 

Chiang et al. (1991) proposed the following drag correlation, 
which agrees within 4 percent with results from their variable-
property Navier-Stokes numerical calculation: 

the d2 law because it predicts that the square of the droplet 
diameter decreases linearly with time. Since then this model has 
been studied extensively both experimentally and theoretically. 
These studies, reviewed by Williams (1973), Faeth (1977), 
Law (1982), Sirignano (1983), and Aggarwal et al. (1984), 
consider the effects of relaxing many of the assumptions em
ployed in the basic model. Basically, the existing literature on 
single-droplet vaporization can be classified into two major cat
egories. In the first category, the basic model is still spherically 
symmetric but the extensions are proposed to account for the 
effects of gas-phase convection and transient liquid-phase pro
cesses. These include the Ranz-Marshall correlation (1952), 
infinite conductivity model (Law, 1976), conduction limit 
model (Law and Sirignano, 1977), the vortex model (Tong and 
Sirignano, 1983), and the effective-conductivity model (Ab-
ramzon and Sirignano, 1989). In the second category, the inves
tigations are based on an axisymmetric model. These include the 
Prakash-Sirignano model (1978, 1980) and Tong-Sirignano 
(1983). The present paper aims to complement the extensive 
reviews by Law (1982), Sirignano (1983), and Aggarwal et 
al. (1984) and discusses some recent advances that can be easily 
implemented in turbulent, two-phase flow computations. 

(a) Renksizbulut-Yuen Model. Based on experiments, 
Renksizbulut and Yuen (1983a) provided a correlation for the 
Nusselt number of a droplet evaporating in air: 

Nu = (2 + 0.57 Re05 Pra 3 3 3)(l + BTy (33) 

where the j rule is used to evaluate the thermophysical proper
ties, except for the density in the Re, which is the free-stream 
value. Their correlations are valid for 10 < Re < 300. Renksiz
bulut and Haywood (1988) provided an expression for the va
porization rate as 

m = 2nRd Nu • k, (T. - r„) 
t/- (34) 

where Nu is given by Eq. (37), and kf and L are thermal conduc
tivity and latent heat of vaporization at Ts, respectively. Equa
tion (38) is obtained by assuming that the droplet is at its wet 
bulb temperature. 

(b) Abramzon-Sirignano Model. Abramzon and Sirig
nano (1989) provided a new vaporization model of a moving 
fuel droplet, which represents the extension of the classical 
droplet vaporization model and includes such important effects 
as variable physical properties and nonunitary Lewis number 
in the gas phase, the influence of Stefan flow (blowing) on heat 
and mass transfer, and the effect of transient liquid heating. In 
their extended film model, the instantaneous vaporization rate 
is expressed as: 

m = 2npDRd Sh* In (1 + BM) (35) 

24 
CDs = — (1 + 0.325 Rea 4 7 4)(l + BTy032 (32) 

Re 

for 0.4 < BT ^ 13); 30 < Re < 200). The thermophysical 
properties are evaluated as in the Renksizbulut-Yuen correla
tion. This correlation indicates a larger reduction in drag due 
to blowing than does the Renksizbulut-Yuen correlation. 

and 

m = 2TT — / ? d N u * l n ( l + BT) (36) 

CP{T„- T.) 

B-r 
(37) 

2 Droplet Vaporization Models 
The basic droplet vaporization model for an isolated single-

component droplet in a stagnant environment was formulated 
by Godsave (1953), Spalding (1953), Goldsmith and Penner 
(1954), and Wise et al. (1955). The model has been termed 

where Sh* and Nu* are written as: 

Sh* = 2 + (Sh0 - 2)IFM 

Nu* = 2 + (Nu0 - 2)1 FT 

(38) 

(39) 
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The values Bm and BT are calculated as 

*Fs ~ i p 

BM= l~YFs 

BT=(1 - B M ) * - 1 

g C* Sh* 1 
C p Nu*Le 

(40) 

(41) 

(42) 

The correction factors FM and F r are approximated by the func
tion F(B) as 

F(fl) = ( l + B) o,7 1" (1 +B) 
B 

(43) 

Nu0 and Sh0 are the Nusselt and Sherwood numbers employed 
in the classical model. Two commonly used correlations for 
Nu0 and Sh„ are Frossling correlations: 

Nu0 = 2 + 0.552 Re" 2 Pr"3 (44) 

Sh0 = 2 + 0.552Re1 / 2Sc1 / 3 (45) 

and the Clift et al. (1978) correlation, 

Nu0 = [1 + (1 + Re Pr ) a 3 3 7(Re)] (46) 

Sh0 = [1 + (1 + Re Sc) a 3 3 3 / (Re)] (47) 

where/(Re) = 1 for Re =s 1 and/(Re) = Re0077 for 1 < Re 
< 400 and 0.25 < Sc < 100. 

All thermophysical properties are evaluated with the j rule, 
except for the density appearing in Re, which is evaluated at the 
free-stream value. The model agrees with the classical theory in 
the limit of small Reynolds number, and with the experimental 
data of Renksizbulut and Yuen (1983b) at high Reynolds num
bers. 

(c) Chiang-Sirignano Model. From numerical calcula
tions, Chiang et al. (1991) reported Sherwood and Nusselt num
ber correlations similar to those of Renksizbulut and Yuen. 
They do not provide an expression for the vaporization rate. 
However, by analogy with the Abramzon-Sirignano model, the 
vaporization rate is 

m = 47tRdD y BM (48) 

where the Sherwood number is 

Sh = (2 + 0.46 Re0 6 Sc 0 M 3)( l + fl*,)"07 (49) 

valid for 0.3 < BM < 4.5 and 30 < Re < 250. 

3 Discussion and Conclusions 
(a) Droplet Dynamics Models. Literature review indi

cates that both flow nonuniformity and acceleration effects in
fluence the forces on droplets, and there is considerable uncer
tainty regarding their quantitative contribution to the total drag 
and lift forces. The effects of curvilinear motion and droplet 
rotation are also not adequately represented in the droplet dy
namics equation. Regarding the quantitative effect of heat and 
mass transfer on drag, some correlations (Eqs. (30), (31) and 

(32)) have been proposed, but differences exist in representing 
the effect of transfer numbers BM and BT, and calculating the 
average properties of gas film surrounding a droplet. 

The modified BBO equation (Eq. (2)) is regarded as a more 
comprehensive approach to model the droplet motion in two-
phase flow simulations. The equation is, however, limited to 
small droplet Reynolds number, Re < 1. Some modifications 
(Eqs. (4) and (5)) have been proposed, where the effect of 
higher Reynolds number is represented in terms of correction 
factors. Following a careful examination of the literature, we 
write the modified BBO equation in the following form: 

dudi _ 3 pg. CDs p Dugi 
— "~ Vr \ Uoi — Udi) "r 

* 4 pd Dd
 s' pd Dt 

^ 1 Pt d , 
+ CA-^—iUgi- Udl) 

2 pd dt 

_ p„ /81f„ C' 1 d , „ , , 

PdV TtD2
d J,0 Vf- t' dt 

2Kv\ndv El. 
pd Dd(dlkdu) 

TJl ("«/ - udJ) + 1 - ^ ) * (50) 
Pd 

where the effect of higher Reynolds number on the unsteady 
terms is included by using the empirical coefficients CA and 
CH, and on steady-state drag term by using CDs (see Eq. (27)). 
In addition, the shear lift force is included, using a generaliza
tion of the expression provided by Saffman (1965) for three-
dimensional shear fields, with K = 2.594 and dih the deforma
tion rate tensor, defined as 

where 

" ( / — 2 'Msv "•" ueJi 

duBl 

dxj 

(51) 

(52) 

The generalized lift expressions is restricted to small Reyn
olds number (Res). In addition, it requires that Res be smaller 
than the square root of the Reynolds number based on the 
velocity gradient, Eq. (12). The modifications such as Eq. (16) 
could be used when these conditions are not satisfied. Equations 
( 4 ) - ( 6 ) may be used to calculate CA and CH. It is clear, how
ever, that more theoretical and experimental investigations are 
needed in order to develop reliable correction factors that are 
applicable to a variety of flows. Another important consideration 
is the relative magnitude of terms in the modified BBO equation 
representing the flow nonuniformity and acceleration effects. 
Results from scale analysis and numerical simulations indicate 
that at high density ratios (pd/pg), representative of liquid fuel 
sprays at atmospheric pressures, these terms are negligible com
pared to the steady-state drag term. However, several experi
mental studies (Temkin and Kim, 1980; Temkin and Mehta, 
1982; Puri and Libby, 1989, 1990; Tsuji et al., 1990) find these 
effects to be significant even at high density ratios, with the 
implication that the effects are negligible for Res < 1, but 
become important as Res increases. At higher pressures, the 
terms representing these effects in the modified BBO equation 
become important, but are restricted to Res < 1. Moreover, the 
effects of curvilinear motion and skewness of acceleration vec
tor from velocity vectors on drag and lift are not included. 
Thus, there exists a need to study the flow nonuniformity and 
acceleration effects on droplet motion at higher Reynolds num
ber and pressures. 

An alternative approach to incorporate the effects of flow 
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nonuniformity and relative acceleration is to use suitable corre
lations such as Eqs. (28) and (29), with CDs given by Eq. 
(27) for nonevaporating droplets, and Eqs. (31) or (32) for 
evaporating droplet. These correlations are not general, how
ever. They would also be modified by other effects such as the 
radius of curvature of droplet trajectory and the skewness of 
acceleration vector from velocity vector. More experimental 
studies employing simplified configurations, where the relative 
magnitudes of flow nonuniformity, relative acceleration, and 
droplet Reynolds number can be independently controlled, are 
needed in order to develop better correlations. 

(b) Vaporization Models. Following the classical d2 law 
model, many significant advances in the modeling of droplet 
vaporization history have been reported. The advances have 
aimed at relaxing the assumptions employed in the classical 
treatment. For example, the advanced models now include the 
effect of variable thermophysical properties, nonunity Lewis 
number in the gas film outside the droplet, and the effects of 
transient liquid heating and gas-phase convection. In spite of 
the availability of such detailed vaporization models, only the 
simplest ones, based on the d2 law formulation, have been em
ployed in comprehensive spray computations: only in some 
recent studies (Aggarwal and Chitre, 1992; Shuen and Chen, 
1993) dealing with the computation of turbulent sprays, have 
more advanced models been introduced. We believe that the 
computational capabilities are now sufficiently advanced to 
include the more detailed models in turbulent, two-phase simu
lations. The simulations should include an algorithm for calcu
lating the variable thermophysical properties, an effective-con
ductivity model for the effect of transient liquid heating, and 
the "extended-film" model (Abramzon and Sirignano, 1989) 
for the effect of gas-phase convection. 
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Thermal Stability and Heat 
Transfer Characteristics of 
Methane and Natural Gas Fuels 
The thermal decomposition and heat transfer characteristics of gaseous, high-purity 
methane, several methane-hydrocarbon mixtures, and a typical natural gas fuel were 
evaluated using an electrically heated, stainless-steel tube test apparatus. Of several 
candidate heat transfer correlations, the Dittus-Boelter heat transfer correlation 
provided the best fit of the methane heat transfer data over the range of Reynolds 
numbers 10,000 to 215,000. The thermal stability (i.e., deposit formation) character
istics of the methane-hydrocarbon mixtures and the natural gas fuel were established 
and compared with the deposition characteristics of high-purity methane. Testing 
was conducted at wall temperatures up to 900 K (fuel temperatures to 835 K) for 
durations of up to 60 hours. Measurements of deposit mass indicated that there was 
essentially no deposit buildup for wall temperatures below 650 K. Deposit began to 
form at wall temperatures between 650 K and 775 K. Above 775 K, there was a 
rapid monotonic increase in deposition. The data suggest that the use of high-purity 
methane instead of natural gas at temperatures above 775 K could reduce the deposit 
thickness under similar operating conditions by as much as a factor of three, or 
permit operation at correspondingly higher temperatures. 

Introduction 
Advanced engine programs that seek to increase engine 

thrust-to-weight ratios by burning fuel at conditions near stoi
chiometric will require corresponding increases in the ability to 
cool engine components. In current engines, compressor bleed 
or inlet ram air is the primary medium for cooling the vehicle 
and its propulsion systems. A large amount of ram air may be 
required for these cooling applications, significantly impacting 
the engine inlet cross section and associated inlet ram drag. 
Moreover, the ram air undergoes a very rapid rise in temperature 
with increasing flight Mach number. For example, at Mach 4, 
the inlet air reaches stagnation temperatures of about 910 K; at 
Mach 6, approximately 1670 K (Mechanical Engineering Staff, 
1986). Consequently, air cannot be used for cooling at high 
Mach No. because the air stagnation temperatures exceed mate
rial limits. In this case, the fuel is the only coolant available. 

Liquid methane is an attractive candidate fuel for supersonic 
and hypersonic aircraft because of its high heat of combustion, 
high density, and high heat sink capacity. Studies have shown 
that methane fuel for advanced turboramjet-powered aircraft 
can provide substantial increases in range, payload, power-to-
weight ratio, and speed, while reducing gross weight and fuel 
costs relative to jet fuel (Joslin, 1968). Regenerative cooling 
with hydrocarbon fuels is feasible up to a point where the cool
ant temperature reaches a limit defined by a thermal decomposi
tion or "coking" temperature. Above this temperature, carbon 
deposit formation on the inside surfaces of cooling passages 
can lead to clogging. In addition, the increased thermal resis
tance due to the deposit can lead to a progressively increasing 
surface temperature and, possibly, structural failure. Compared 
to kerosene fuels, which break down at elevated temperatures 
to form gum and coke, thermal decomposition of pure methane 
is expected to be much less severe. The greater stability of 
methane compared with larger hydrocarbon molecules stems 
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from the fact that methane contains only primary carbon-hydro
gen bonds, which have greater bond dissociation energies than 
secondary and tertiary carbon-hydrogen and carbon-carbon 
bonds. Although pure methane may be the fuel of choice, natural 
gas may be a more practical alternative from economic consider
ations. Since natural gas is a mixture of methane with other 
hydrocarbon species in varying amounts (depending on the 
source), the small concentrations of hydrocarbon impurities 
normally present can greatly affect the thermal stability and 
promote deposit formation. 

Only a limited amount of heat transfer and thermal stability 
information has been published on methane and natural gas. 
Some studies (Back and Back, 1983; Nishiyama and Tamai, 
1980) have focused on static methane cells at low pressure. 
Additional data are required to extend available correlations 
over a range of anticipated turboramjet operating conditions. 
The objective of this research was to develop a heat transfer 
and thermal stability database to guide the specification of a 
methane fuel for turboramjets. 

Experimental Approach 
Fuel thermal stability and heat transfer data were collected by 

exposing methane fuel to a thermal environment that simulated 
anticipated engine operating conditions. Of the various possible 
experimental arrangements for conducting simulation tests, an 
electrically heated tube, which provides a simple and direct 
approach, was adopted for this study. In this method fuel flows 
through a length of thin-walled metal tubing that is heated by 
the energy generated by an electric current passing through the 
tube wall. Insulating the outside of the tube virtually eliminates 
external heat loss, resulting in essentially all of the generated 
heat being transferred to the fuel. 

Since the electrical resistance of the tube material does not 
vary significantly with temperature, the local heat flux remains 
essentially constant along the tube, and the fuel and wall temper
atures increase from inlet to outlet. Thus, experiments may be 
run to simulate a constant heat load applied to the tube, and in 
a single test, yield quantitative data over a range of flow and 
temperature conditions. This is in contrast to an isothermal tube 
test configuration, wherein the wall temperature is held constant 
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and all data are acquired at a single condition. In this configura
tion, the heat flux may change to maintain isothermal conditions. 

Measurement of the thermal parameters (e.g., power input, 
wall temperature, and fuel temperature) during the test, and 
subsequent determination of the resulting deposit mass, allowed 
determination of the heat transfer and rate of deposition. Direct 
measurements of the temperature at the external tube surface 
were provided by thermocouples welded to the tube. From mea
surements of the inlet and outlet fuel temperatures, the electrical 
power dissipated in the tube (the heat generation), and the fuel 
flow rate and pressure, it was possible to calculate the heat 
transfer characteristics at any environmental condition being 
simulated. The thermal stability of a fuel was evaluated by 
measuring the mass of the accumulated deposit. 

Test Apparatus. The heat transfer and deposit formation 
experiments were conducted in a heated tube apparatus capable 
of continuous operation. The apparatus, shown schematically 
in Fig. 1, consisted of the following major components: (1) a 
resistance-heated tube that was insulated from the surroundings, 
(2) a proportional temperature controller to maintain a constant 
fuel exit temperature by regulating the input electrical power, 
(3) a metering orifice to determine and regulate the flow rate, 
(4) a back-pressure regulator to maintain a selected fuel pres
sure, (5) a nitrogen purge system, (6) a stressed-fuel storage 
accumulator and exit gas pumping system, and (7) a gas-fired 
furnace for disposal of the methane fuel downstream of the 
heated test tube. 

The test tubes were fabricated from 347 stainless steel with 
a standard test section length of 1.8 m. Tests were conducted 
with tubes 3.2 mm in outer diameter with a nominal wall thick
ness of 0.51 mm. Prior to installation, the tubing was soaked 
in acetone, rinsed and blown dry with clean, filtered nitrogen. 

Each 1.8-m test tube was instrumented with 16 chromel-
alumel thermocouples welded to the outer surface of the test 
tube with a nominal spacing of 11.5 cm. Isolation amplifiers 
were connected to each thermocouple to protect the data analy
sis equipment from voltage spikes and to eliminate the back
ground voltage applied across the tube by the DC power supply. 
The inner wall temperatures were determined from the outer 
wall temperature data and the thermal conductivity of the tube 
material. The calculated difference between the inner and outer 
wall temperatures was small, generally amounting to less than 
6 K. In addition, fuel temperatures were measured at the tube 
inlet and the tube outlet; the fuel pressure was measured at the 
tube inlet. All test data were recorded using a microprocessor-
controlled data logger. The data system was capable of scanning 
up to 70 input channels at a scan rate of 35 channels per second. 

Quantitative measurements of the amount of deposit formed 
on the inner surface of each test tube were performed using a 
LECO Model RC-412 carbon determinator. Prior to analysis, 
each test tube was sectioned into 24 segments of approximately 
equal length. Each segment was then vacuum dried for several 
hours at a temperature of 373 K to remove any remaining fuel. 
The carbon determinator removed the carbonaceous deposit by 
heating the sample in an oven to a temperature of 873 K in a 
pure oxygen atmosphere. Measurement of the concentrations of 
carbon dioxide and carbon monoxide using infrared spectros
copy, coupled with knowledge of the gas sample pressure and 
volume, allowed determination of the mass of carbon burned 
off from each tube segment with an accuracy of ±3 percent. 

Test Conditions. Heat transfer tests were conducted with 
ultrahigh purity (99.97 percent) methane. Thermal stability tests 
were conducted with ultrahigh-purity methane, mixtures of 
methane with various hydrocarbon contaminants, and a typical 
commercial-grade methane (natural gas). The mixtures con
sisted of methane in combination with 7 percent ethane, or 3.5 
percent ethane and 3.5 percent ethylene. The nominal composi
tions of the test gases and the flow conditions for each test are 
given in Table 1. The commercial-grade methane employed in 
these tests had a typical composition as listed in Table 2. 

The test mixtures were supplied to each test tube at a nominal 
flow rate of 0.002 kg/s at a pressure of 10.4 atm. The corre
sponding Reynolds numbers, based on tube inside diameter, 
typically ranged from 50,000 at the entrance to the heated tube 
to 100,000 at the tube exit. The test tube outer surface tempera
tures ranged from as low as 410 K at the entrance to as high 
as 930 K at the end of the tube. The bulk temperature of the 
gas mixtures at the entrance of the heated tube was nominally 
300 K. 

Results and Discussion 

Heat Transfer. Turbulent heat transfer coefficients were 
determined for methane gas in a heated tube over a range of 
temperatures and velocities. The convective heat transfer coef
ficient, h, is defined by the relation: 

QIA = h{Twi - Tb) (1) 

where Q is the total heat input (determined from the electrical 
power dissipation), A is the wetted surface area, TKi is the inner 
wall temperature, and Tb is the bulk fuel temperature at the 
point of interest. 

Determination of the inner wall temperature distribution is 
readily made by calculating the thermal conduction through the 
wall, considering the effects of internal heat generation due to 
electrical power dissipation. The relation between inner and 
outer wall temperatures is: 

T„t = Two - (q'l\6kw)[2d2
0 In (djd) - dl + d2] (2) 

where Twi and Two are the inner and outer temperatures, d and 
d„ are the inner and outer diameters, q' is the heat generation 
per unit volume, and kw is the thermal conductivity of the tube 
material. 

Fuel temperatures were measured with thermocouples posi
tioned at the inlet and outlet of the test tube. However, the 
distribution of temperature over the length of the heated tube 
was not necessarily linear, depending on the variation of fuel 
specific heat. The fuel bulk temperature profile was determined 
by integration of the energy equation: 

dThldx = irdqriiCp/A (3) 

where d is the inner diameter of the heated tube section, m is 
the mass flow rate of the fuel, and cp is the local heat capacity 
of the fuel. 
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Table 1 Parameters for thermal stability tests 

Gas Composition ' wall 

IK] 
P 

[atm] 
Reynolds No. 

• 
m 

[kg/s] 
Time 
[hr] 

Commercial Grade 
Methane 

410-910 10.6 72100-97500 0.00267 26.3 

Methane/7% Ethane 430-930 10.7 66400-90900 0.00243 39.9 

Commercial Grade 
Methane 

461-930 10.5 59200-80900 0.00215 48.4 

Methane/ 
3.5% Ethane/ 
3.5% Ethylene 

410-920 10.1 50500-74900 0.00193 59.5 

Ultra-High Purity 
Methane 

480-890 10.6 54200-81000 0.00210 33.8 

This equation was numerically integrated, starting with the 
measured inlet fuel temperature, to provide the entire fuel tem
perature profile. The exit temperature calculated from this equa
tion was compared with the measured exit temperature. This 
procedure yielded a fuel temperature profile of high accuracy, 
as good as the knowledge of the fuel specific heat. Specific 
heats and other thermodynamic properties of the fuel mixtures 
were calculated using the NIST Thermophysical Properties of 
Hydrocarbon Mixtures Database (SUPERTRAPP) (Ely and 
Huber, 1990). 

Heat transfer tests were conducted over a broad range of 
Reynolds numbers (10,000 to 215,000) to facilitate comparison 
of the experimental heat transfer coefficients with the standard 
Dittus-Boelter, Sieder-Tate, and Petukhov correlating equa
tions (Holman, 1981). In all cases, the experimental Nusselt 
numbers obtained agreed closely with these correlations. Of the 
three correlations, the Dittus-Boelter correlation 

NuDB = 0.023 Rea8Pr° (4) 

is the simplest to use and appeared to provide a very close fit 
to the data obtained (see Fig. 2). 

Calculated inner wall temperatures and calculated fuel tem
peratures for a representative case (methane/7 percent ethane) 
are plotted versus the length from the test tube inlet in Fig. 3. 
The inner wall temperatures at a given downstream location are 
essentially those of the measured temperature of the outer wall, 
differing by typically less than 6 K. The data points shown 
correspond to different times, ranging from 2 to 40 hours after 
the start of the test. The curves shown are least-squares qua-

Table 2 Composition of commercial natural gas 

Elemental Composition Volume % 

Methane 96.62 

Ethane 2.32 

Propane 0.54 

n-Butane 0.10 

i-Butane 0.12 

Nitrogen 0.30 

dratic polynomial fits to the wall and fuel temperature data 
shown in the figure. Both the wall and fuel temperatures in the 
stainless tubes increased monotonically from the tube entrance 
to the tube exit with the difference between wall and bulk fuel 
temperature remaining fairly constant at about 65 K. For the 
test conditions and gas mixtures employed in these tests, none 
of the wall temperatures were observed to exhibit a significant 
or systematic increase with time, as might be expected for con
stant input power if there was a significant change in thermal 
resistance due to buildup of deposit on the inner wall. 

Deposit Formation. The measured carbon deposition rates 
for various methane-hydrocarbon mixtures are shown in Figs. 
4-6. In each figure, the deposition rates, normalized by the 
internal surface area of the samples and the test durations, are 
shown plotted against the wall temperatures. Unused stainless-
steel tube sections of identical cross section were analyzed for 
carbon deposit to furnish tare values, which were subtracted 
from the carbon burn-off results. The average value of these 
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Fig. 2 Nusselt numbers—experimental heat transfer data and Dittus-
Boelter correlation 
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Fig. 5 Deposition rates for methane-hydrocarbon mixtures 

tares amounted to a deposition rate of roughly 0.2 /^g/cm2h 
based on a 40-h test. 

Representative deposition rate data for tests with commercial 
methane are shown in Fig. 4. The symbols correspond to two 
different tests, with the time indicated corresponding to the total 
time of each test. In both cases, there was essentially no deposit 
buildup for wall temperatures below approximately 650 K. Be
tween roughly 650 K and 775 K, there was a rapid increase in 
deposition rate, leading to deposition rates of as much as 9 //g/ 
cm2-h at the maximum wall temperature of approximately 900 
K. At intermediate temperatures (650 K to 800 K), a somewhat 
higher rate of deposit formation was measured for the test of 
shorter duration. This may reflect an influence of the wall mate
rial or surface condition during the early stages of the test. In any 
case, the two data sets appear to converge for wall temperatures 
greater than 850 K. 

The deposition data for commercial grade methane are com
pared with the corresponding data for mixtures of methane with 
7 percent ethane and methane with 3.5 percent ethane/3.5 per
cent ethylene in Fig. 5. The total test times in all cases shown 
were at least 40 h. While there is some scatter in the data, the 
deposition characteristics of the methane-hydrocarbon mix
tures shown are consistent with the trends exhibited for the 
commercial methane. The scatter in the data reflects measure

ment uncertainties that preclude accurate determination of depo
sition rates below the threshold temperature of approximately 
650 K. The deviation apparent in the methane/3.5 percent eth
ane/3.5 percent ethylene case at high temperature (greater than 
850 K) is likely due to a change in flow characteristics at 
the end of the tube rather than inhibition caused by ethylene 
chemistry. (The lower bond dissociation energy of ethylene 
compared to methane or ethane would be expected to reduce 
the thermal stability of the mixture.) 

Deposition rate data for ultrahigh-purity methane are shown 
in Fig. 6. As in the previous cases, there was very little deposi
tion below a threshold temperature of approximately 650 K. 
Although there is scatter in the data, the results for temperatures 
above 650 K are consistent with an increase in deposition rate 
with temperature that is somewhat less (roughly a factor of 
two or three) than for commercial methane or the methane-
hydrocarbon mixtures (cf. Figs. 5 and 6). This observation is 
consistent with the expectation that the presence of hydrocarbon 
impurities should result in an increase in carbon deposition rate 
relative to that of pure methane. The results of these tests sug
gest that hydrocarbon contaminant species typically found in 
natural gas can lower the maximum allowable operating temper
ature by approximately 100 K, relative to pure methane. 

10 

300 400 500 600 700 800 900 1000 

Wall Temperature [K] 

Fig. 4 Deposition rates for commercial methane 
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Fig. 6 Deposition rate for ultrahigh-purity methane 
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Fig. 7 Estimated deposit buildup for methane and natural gas 

The maximum measured deposition rate for the mixtures, 
approximately 9 yug/cm2h at a wall temperature of 900 K, corre
sponds to a deposit thickness of approximately 4 fim for a test 
duration of 40 h. This estimate assumes an average density of 
the deposit of 1 g/cm3. Estimates for other times (10, 100, 
1000, and 10000 h) are presented in Fig. 7. The curves repre
senting natural gas are based on all the methane gas mixture 
data given in Fig. 5; the curves for ultrahigh-purity methane, 
on the data shown in Fig. 6. Implicit in this analysis are the 
assumptions that the deposition rate and deposit density are 
constant, and that the deposition rate can be defined by the 
local wall temperature. The curves shown in Fig. 7 provide an 
estimate of the thickness of deposits that might be formed on 
fuel system component surfaces over reasonable engine op
erating times. For example, after 1000 h of service at a wall 
temperature of 900 K, use of methane-hydrocarbon mixtures 
similar to those considered in this study would lead to a potential 
deposit thickness of 0.09 mm. This deposit thickness would 
amount to a blockage of roughly 0.2 percent for a tube of similar 
inside diameter to those in these tests (2.2 mm). The use of 
high-purity methane could limit the deposit buildup under simi
lar operating conditions to approximately one-third that of natu
ral gas, leading to roughly an order of magnitude decrease in 
blockage due to deposition. For both high-purity methane and 
methane-hydrocarbon mixtures, the deposit thickness de
creased rapidly with decreasing temperature and was essentially 
negligible at temperatures below 700 K. 

In all the cases considered, significantly less deposit was 
formed than would be the case for liquid fuels under similar 
conditions. This is illustrated in Fig. 8, where the deposition 
data for the gaseous methane-hydrocarbon mixtures are com
pared with that of a liquid-phase jet fuel, JP-5 (Marteney and 
Spadaccini, 1986), over a similar range of temperature. The 
maximum deposition rate of the JP-5 at a temperature of 645 
K is nearly two orders of magnitude higher than the maximum 
rate observed for the gaseous methane fuels of this study. 

Thermal decomposition of liquid hydrocarbon fuels is gov
erned by three distinct reaction mechanisms depending upon 
fuel temperature. Below fuel temperatures of 570 K, liquid-
phase autoxidation reactions produce deposit formation at a rate 
increasing with increasing temperature. Between 570 K and 770 
K, there is a competition between autoxidative and pyrolytic 
reactions in the deposit formation process (Edwards, 1992). 
The dominant mechanism for deposit formation shifts from the 
autoxidation to the pyrolysis in this region (Taylor, 1974). 
Deposit rates peak around 640 K to 700 K and then decrease 
with increase in temperature due to depletion of oxygen dis

solved in the fuel (Heneghan et al., 1993). Above about 770 
K, direct pyrolysis of the fuel gives rise to the deposits. At these 
temperatures, deposition rate again increases with increasing 
temperature. 

These mechanisms are reflected in the JP-5 thermal stability 
deposition rates shown in Fig. 8. Not all mechanisms are evi
dent, however, for the gaseous methane deposition rates, primar
ily owing to the absence of oxygen. In addition, the methane 
gas mixtures were not characterized by the presence of sulfur, 
aromatics, or other minor species known to promote deposit 
formation in liquid fuels. Above 900 K, though, an increase in 
deposition rate occurs for both the JP-5 and the methane as 
pyrolysis is the dominant deposit formation mechanism. 

Summary and Conclusions 
The thermal stability and deposit formation characteristics of 

several methane-hydrocarbon mixtures and a typical natural 
gas were established using heated tube tests and compared with 
the deposition characteristics of high-purity methane. Quantita
tive measurements of deposit mass indicate there was essentially 
no deposit buildup for wall temperatures below 650 K. Between 
approximately 650 K and 775 K, there was a rapid increase in 
deposition rate, leading to deposition rates of up to 9 /xg/cm2-
h at the maximum wall temperature of approximately 900 K 
for natural gas and the methane-hydrocarbon mixtures. The 
corresponding rate for the high-purity methane was lower by 
roughly a factor of three. Wall temperature profiles did not 
exhibit any systematic increase in time (even at the highest 
temperatures) that would indicate a change in heat transfer 
brought about by significant deposit formation. In all cases the 
deposit thickness was much lower (up to two orders of magni
tude) than that reported for liquid fuels. 

Estimates of deposit thicknesses that might form in fuel sys
tem components utilizing gas-phase methane or natural gas indi
cate a very small deposit buildup after 1000 hrs of operation at 
a wall temperature of 900 K. The use of high-purity methane 
could reduce the deposit thickness under similar operating con
ditions by as much as a factor of three, or permit operation at 
even higher temperatures. Below a temperature of 700 K, there 
appears to be essentially no difference in deposition rate be
tween high-purity methane and methane-hydrocarbon mixtures 
containing up to 7 percent hydrocarbon impurities. 

The data suggest that the presence of hydrocarbon impurities 
typically found in natural gas could impose a requirement that 
the maximum allowable operating temperature be decreased by 
100 K, relative to high-purity methane. These results indicate 
that the use of high-purity methane instead of natural gas would 

400 500 600 700 800 800 1000 
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Fig. 8 Comparison of deposition rates for natural gas and JP-5 
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result in significantly lower deposit formation under similar 
operating conditions, or permit operation at higher temperatures. 
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The Development of an Aviation 
Fuel Thermal Stability Test Unit 
A test unit has been developed by Rolls-Royce for the U.S. Navy to use in evaluating 
fuel thermal deposition typically found in various aircraft engine components. Al
though the current Jet Fuel Thermal Oxidation Tester (JFTOT) provides a qualitative 
thermal stability evaluation, it may not be able to predict in-service problems. Condi
tioning and testing of the fuel under realistic conditions is crucial if one is to predict 
deposit formations accurately. Engine fuel deposit evaluations and evidence from 
unpublished Rolls-Royce laboratory rig tests were used to help design a test unit that 
would address fuel stability problems in current or future aircraft. The Aviation Fuel 
Thermal Stability (AFTS) test unit embodies test modules that were selected with 
extensive fuel systems experience to enable the evaluation of thermal deposition in 
various fuel components using properly conditioned fuel. The test modules are con
trolled and results are recorded by a computer. This paper includes a review of the 
AFTS test unit design and preliminary test results thereof. 

Background 
Kerosene grade gas turbine fuels are subject to thermal stress 

in the flow path between the aircraft fuel tanks and the combus
tion chamber. Advances in aircraft technology continue to in
crease the heat loads, and therefore the thermal stress, placed 
on the fuel. The additional heat loads increase the potential for 
fuel to undergo thermal oxidation deposition. This deposition 
-can adversely affect the performance and durability of the air
craft in a number of areas. Insoluble deposits can block fine 
mesh screens or filters such as those found in fuel management 
units or nozzles. Gums or lacquers can form on and cause 
stiction of lightly loaded, close tolerance, sliding components. 
Carbonaceous deposits can form on fuel injectors and cause 
degraded atomization, flow rate, and fuel distribution character
istics. 

The U.S. Navy has particular concern about the potential for 
thermal degradation in its aircraft due to the nature of its ship
board aviation fuel distribution system. The shipboard distribu
tion system is made up predominantly of copper-nickel piping. 
Surveys have shown that concentrations of up to 800 ppb of 
copper have been found in aviation fuel aboard ship. Previous 
work has shown that copper in concentrations above 50 ppb can 
be extremely deleterious to a fuel's thermal oxidation stability. 

Current specification testing of a fuel's thermal oxidation 
stability is performed using the Jet Fuel Thermal Oxidation 
Tester (JFTOT). Although the JFTOT has been a satisfactory 
go-no-go quality control test, its capabilities as a quantitative 
research tool are extremely limited. Oxidation stability in the 
JFTOT is rated according to the visual appearance of the depos
its that form on a heated tube as well as the pressure drop across 
a 17 pm filter. In order to quantify the effect of fuel thermal 
stability and aircraft operating parameters on hardware perfor
mance and durability, a wide variety of rig, component, and 
engine tests have been conducted. However, these tests usually 
have limited flexibility and require an extensive amount of fuel, 
manpower, and cost to conduct. 

Internal, unpublished research conducted by Rolls-Royce, as 
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well as other published data (Hazlett, 1991; Kirklin and David, 
1992; Goodyear and Vere, 1985), show that fuel type, bulk 
fuel temperature, fuel residence time, metal wall temperature, 
recirculation paths, degree of initial filtration, fuel wetted metal
lurgy, surface roughness, and fluid flow characteristics all affect 
the degree of fuel thermal degradation and ultimate deposition. 
These deposits manifest themselves according to fuel condition
ing, component characteristics, and fluid dynamics. The AFTS 
test unit strives to enable the test operator to simulate most of 
these conditions as they may be encountered in the aircraft/ 
engine environment. Test specimens may then be evaluated 
for the amount of deposits formed from the system operating 
conditions, or the fuel may simply be evaluated for its quality 
by gaging the various deposits formed on all the test specimens. 

System Description 

The AFTS test unit comprises test modules representing criti
cal aircraft fuel components that have been found to develop 
in-service deposits. The fuel has been conditioned prior to each 
of these test modules to represent typical aircraft fuel system 
operating conditions. 

Typical Aircraft Fuel System. Three major thermal re
gimes have been identified in aircraft, as shown in Fig. 1, that 
are known to contribute to fuel deposits: low (ambient— 
350 K), intermediate (350-450 K), and high temperature 
(470-570 K). 

Low Temperature Regime. This area is characterized as that 
leading from the fuel tanks up to the engine high-pressure (HP) 
pump and is operated at low pressure. The types of deposit in 
this section generally tend to be particulate. Deposit precursors 
can also form in this regime that result in further deposition 
downstream. The rates of buildup are highly dependent on tem-
peraturfe, flow regime (residence time), and fuel type/composi
tion including dissolved gases, water, etc. 

Intermediate Temperature Regime. This regime usually is 
found within the aircraft engine after the HP pump and engine 
oil cooler but before the fuel nozzles. Deposits in this section 
tend to be gums, fuel borne, and surface particulate. The rates 
of deposit are again influenced by the fuel temperature, flow 
regime, and fuel type. Fuel wetted component material composi
tion becomes important in this section. 
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AIRFRAME ENGINE LP SYSTEM ENGINE HP SYSTEM Table 1 AFTS test unit operating parameters 

(low temp) (Interned temp) (high temp) 

Fig. 1 Aircraft fuel system components 

High Temperature Regime. This section is generally iso
lated to the fuel distribution system and/or fuel nozzles. It is 
characterized by the hot walls found within these parts. Deposits 
tend to be carbonaceous in nature and are fuel borne as well as 
surface deposited. The rates of deposit are influenced by the 
fuel temperature, flow regime, fuel type, component surface 
material, surface roughness, fluid dynamics, and most importan
tly, surface temperature and previous thermal stressing. 

AFTS Test Unit Fuel System. Within the three thermal 
regimes, various test modules (Fig. 2) are included to represent 
aircraft components that have been shown to exhibit or affect 
deposition problems: conditioning (fuel delivery) filter, LP fi
brous filters, HP filter screens, lightly loaded fuel management 
unit (FMU) sliding control valves, and fuel nozzle or injector 
passages. 

In designing the support system that drives the test modules, 
care was used in selecting equipment that had similar metallurgy 
to engine components. Haphazard use of parts with unknown 
material composition may lead to false indications of deposits 
in the test specimens. 

Enough flexibility has been built into the unit to cater for 
simulation of present day, or future, aircraft fuel system condi
tions. Table 1 shows the system operating range along with the 
present specifications of the test modules. The test unit may be 
run in a single flow pass mode that is the most common testing 
method, partial recirculation to simulate spill from the aircraft 
HP fuel pump, or full recirculation for leak checking and main
tenance. Further detail of the major components is presented. 

Inlet Filter. Rolls-Royce tests have shown that the degree 
of initial filtration can have an impact on deposit formation. 
The inlet filter can condition the fuel prior to reaching the fuel 
heating section and test specimens. A 10 jim aircraft filter is 
used to simulate an airframe filter (if installed) or ground ser
vice vehicle filter. The inlet filter also serves to remove any 
debris that may be generated by the LP fuel pump. As this filter 
operates at ambient temperatures, no thermal-related deposits 
are expected to be found, but instead the filter serves to condi
tion the fuel prior to thermal testing. 

LP Filter Module. To address the possible blockage prob
lem of aircraft engine LP filters from fuel additives, and locate 
low-temperature fuel-borne particulate, this module character-

Parameter Specification 
Fuel Flow 5.7-22.7 LPH (9.5 normal) 
Flow Path Single Pass, Recirculation, 

Partial Recirculation 
LP Pressure 138 to 690 kPa 
LP Temperature Ambient to 370 K 
HP Pressure 690 to 9660 kPa 
HP Temperature Ambient to 500 K 
LP Filter Module Scaled 10 Lim, resin-impregnated, 

LP aircraft filter 
HP Filter Module Scaled 70 urn, 304 stainless steel, 

HP aircraft filter 
Stiction Module Similar to aircraft spool valve 
Nozzle Module Instrumented, reusable, scaled 

EDM 316 stainless steel tube 

izes the powerplant main LP filter that operates in the low-
temperature regime (ambient—350 K). A 10 ^m aircraft LP 
filter is modified (Fig. 3) to reflect closely the conditions and 
deposit characteristics found in service. Table 2 shows typical 
aircraft turbine engine filtration ratings. 

Most filters are sized for a specific dirt holding capacity. 
However, a rule of thumb is to provide 0.85 to 1.70 cm2 of 
filter area per 1 LPH fuel flow. Since it is important to keep a 
pleated configuration on the test filter to mimic the type and 
location of aircraft fuel deposits, the excess filter area is blocked 
with an epoxy material similar to that used on production filters. 

Stiction Module. To simulate the problems of hysteresis or 
sticking in close tolerance (down to 0.00254 mm) spool valves 
within the engine FMU, a 35 kPa hydraulic differential pressure 
sensing spool valve is used. Very small fuel deposit accumula
tions can be measured by this module. 

Actual fuel dynamic similitude with engine components was 
difficult to achieve in this module due to availability of valve 
sizes; however, metallurgy is sufficiently similar. A survey of 
fuel management manufacturers showed the most common 
types of materials used in manufacture to be 440C stainless 
steel, 6061-T6 aluminum, and 5144C steels. The test valve uses 
12L14. 

The valve operates for approximately 12 hours, full open, 
while deposits are being formed on the valve barrel wall. The 
valve then slowly closes over a 30 second interval by rerouting 
the fuel flow around the valve. This causes an internal spring 
to push the spool down into the closed position, trapping fuel 
deposits between the spool and the barrel wall. Fuel is then 
again gradually routed back through the valve, pushing the spool 
back into its full open position. By simultaneously measuring 
the differential pressure across and the flow through the valve, 
one is able to record a qualitative measure of the degree of 
stiction by noting the hysteresis of the valve. Figure 4 illustrates 
the stiction module operating characteristics through one cycle. 

N o m e n c l a t u r e 

abs = absolute filtration (complete 
retention) 

AFTS = Aviation Fuel Thermal Stabil
ity 

EDM = Electro-Discharge Machining 
FMU = Fuel Management Unit 

JFTOT = Jet Fuel Thermal Oxidation 
Tester 

kPa = kilopascal 
K/s = degrees Kelvin per second 
HP = High Pressure 
LP = Low Pressure 

LPH = Liters Per Hour 
m/s = meters per second 
nom = nominal filtration (95-98 percent 

retention rate) 
/xm = micron 

Journal of Engineering for Gas Turbines and Power JULY 1995, Vol. 1 1 7 / 4 6 9 

Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Sparging HP SYSTEM 
(intennedtemp) (high temp) 

Table 2 Sample of aircraft filtration ratings (Straus, 1991) 

Heat 
iExduwger 

Fig. 2 AFTS major components 

HP Filter Module. Aircraft intermediate-temperature fuel 
screens and HP filters have been found to develop deposits by 
catching fuel-borne particulate as well as generating surface 
deposits. This module can simulate either and currendy uses a 
70 //m, 304 stainless steel woven mesh screen as shown in Fig. 
5. The screen is sized to simulate a small last chance filter and 
allows for 51.5 m/min fuel velocity in the mesh open area. 
These filters are prepared and weighed prior to the test and 
reweighed after the test. Discrete test data are gathered from 
deposit weight while real-time data are obtained from recording 
the differential pressure across the filter. 

Heated Nozzle Module. Engine fuel nozzles are especially 
susceptible to internal passage wall deposits and fuel-borne 
particulate blockage due to the hot environment the nozzle 
operates in. 

The heated nozzle module can simulate hot parts of the fuel 
system, such as fuel nozzle feed arms, that operate with high 
metal wall temperatures, turbulent flow, rough walls, and high 
inlet bulk fuel temperatures, all of which contribute to increased 
deposition. The nozzle module also represents factors that act 
to decrease deposition, such as high wall shear stresses, low 
fuel residence time, and 316 stainless steel metal construction 
(one of the lowest deposition steels). 

If one is to predict engine deposit rates, it is also important 
to re-create the same heating mechanism as found in aircraft 
engines. Some laboratory testing methods suggest using a 
heated tube while holding a constant wall temperature through
out the duration of the test (Chin and Lefebvre, 1992). How
ever, in a turbine engine, the fuel nozzle wall temperature is 
not constant but varies in direct proportion to the amount of 
fuel deposition. A constant heat flux is available to the fuel 
nozzle walls by the hot compressor discharge air flowing around 
the outside of the nozzle as shown in Fig. 6. Cooler fuel flowing 
through the inside of the nozzle carries away some of this heat, 

Engine Component Material Rating 
(Hm) 

A main filter 

servo screens 

cellulose/cotton in 
phenolic resin 
steel 

40 (80 abs) 

40 (nom) 
B main filter 

servo screens 
polyester/fiber glass 
steel 

40 (80 abs) 
40 

C main filter 
servo screens 
nozzle screens 

fiberglass 
steel 
stainless steel 

10 (35 abs) 
100 to 300 
40 to 400 

D low press, filter 
high press filter 
servo screens 

paper 
steel wire 
stainless steel wire 

10 (40 abs) 
250 
40 to 100 

E engine filter 
servo screens steel _ 

lowering the nozzle wall temperature from its surroundings. As 
carbon deposits gather on the nozzle wall, an insulation is 
formed and the wall temperature rises to approach that of the 
compressor discharge air. 

Actual engine and fuel nozzle test data, along with laboratory 
test results and CFD modeling, were used to design the nozzle 
tube test section to match closely typical aircraft internal nozzle 
thermal and fluid dynamics. The tube test section can simulate a 
Rolls-Royce RB211-535 fuel nozzle feed arm. However, during 
testing, increased wall temperatures are normally used to ensure 
sufficient deposit accumulations in a reasonable amount of time. 
The nozzle tube consists of three sections, a middle heated test 
section and two end attaching pieces as shown in Fig. 7. The 
center tube test section was EDM manufactured from 316 stain
less steel to match surface finish and metallurgy. 

The AFTS test unit uses an HP system pressure sufficiently 
high to assure the fuel is kept above its vapor pressure to avoid 
two-phase flow. A constant available heater power is used to 
drive the nozzle module. As a test commences, a rise in the 
tube wall temperature is observed over time that indicates depo
sition is taking place. A good correlation has been shown by 
Rolls-Royce, Goodman and Bradley (1970), and AFTS test 
results, between this rise in wall temperature and the total 
amount of carbon deposits (Fig. 8) . This approach enables 
the continuous measurement of carbon buildup throughout the 
duration of the test and provides a temporal record of results. 
After testing, the entire tube is subjected to carbon burn-off 
analysis to verify the temperature rise versus carbon deposit 
test results. 

- Exposed Surface Area 

Fig. 3 Modified LP filter 
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Fig. 4 Stiction module operation 
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Fig. 5 HP filter screen 

Hot and Cold Exit Filter Modules. Two filters were in
cluded downstream of the heated nozzle: one aft of the nozzle 
(hot exit filter) and another after the water-cooled heat ex
changer (cold exit filter). Although there is no aircraft equiva
lent of the cold exit filter, the hot exit filter may be used to 
evaluate the blockage potential of small nozzle exit slot pas
sages. An analysis can also be made of the cooling effect on 
fuel during low heat stress tests. In addition, the filters also 
serve to protect the unit's flow metering valve. Both filters use 
a stock housing with a 830 mm2 area element. A new 60 jiva 
sintered 316 stainless steel element is carefully prepared and 
weighed before and after each test. 

Test Unit Assembly. The test unit is comprised of a cabinet 
containing all the mechanical test modules (Fig. 9) and another 
two cabinets containing the control/data acquisition computer 
along with the supporting relay and electronic hardware (Fig. 

670 K 
Compressor .. 
Discharge Air V^^Ns , , 

heited section 

3 positions 50mm apart 

.508mm type K / 
Thermocouples 

Engine Combustor Nozzle 

Fig. 7 Heated nozzle tube assembly 

10). The mechanical cabinet is located inside a test cell while 
the computer and relay cabinets are located in a control room. 

The computer controls all the mechanical systems and records 
test data to disk as well as displaying real-time results. Testing 
may be conducted in a semiautomatic-automatic mode by issu
ing commands from a keyboard, or the test sequence may be 
fully automated. System parameters are monitored for unsafe 
conditions, and if found, the test will be automatically aborted 
with a controlled shutdown. 

Preliminary Results 

Prior to installation at the Navy facility in Trenton, NJ, the 
test unit was shipped to the Rolls-Royce laboratories in Derby 
England for component functional checks, integrated system 
testing, and validation of test data. 

A sequence of tests were conducted to evaluate the sensitivity 
of the test unit as well as to determine its ability to discriminate 
between fuels of differing thermal stability. The tests were run 
in a single flow pass mode (no recirculation), fixed low temper
ature (300 K), low pressure (483 kPa), LP system condition 
with a varied high temperature (433-455 K), fixed high pres
sure (4831 kPa) HP system condition. The nozzle was run at 
numerous constant available power settings. Jet-Al was used 
as the baseline fuel for all temperature comparison tests. These 
conditions encompass the upper temperature regimes of many 
actual engine fuel systems. 

LP Filter. The LP filter showed no signs of thermal related 
deposits because the LP system was operated at a low tempera
ture (300 K) with relatively short test periods (25 hours). 

Radiant Heat 

mm 
Test Start 

Radiant Heat 

530 K Wall Temp 

670 K Wall Temp 

Test End 

Fig. 6 Engine and AFTS nozzle heating 

Calculated 
Deposit 
Thickness 
Based on Wall 
Temperature 
Rise 
(MILS) 

O 

7 " 
Average of Micrometer and Microphotgraph 

Deposit Thickness • MILS 

Fig. 8 Temperature rise versus deposition thickness (extrapolated from 
Goodman and Bradley, 1970) 
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Fig. 9 AFTS mechanical cabinet 

Stiction Module. The most significant result obtained for 
the stiction module was from a low-stability fuel (JFTOT 
breakpoint of 493 K) that was operated at a bulk fuel tempera
ture of 433 K. Significant hysteresis was observed in as little 
as 14 hours as shown in Fig. 11. Tests conducted with higher 
stability fuels (538 K breakpoint) at the same temperature 
showed little indication of deposits after more than 50 hours. 

HP Filter. The HP filter was operated with three different 
bulk fuel temperatures; 433, 444, and 455K. As the fuel-borne, 
thermal related, carbonaceous deposits build on the filter screen, 
the differential pressure across the filter increases. A relief valve 
opens at approximately 25 kPa to bypass the filter and allow 
continued testing. Figure 12 illustrates the filter blockage over 
time for the three differing bulk fuel temperatures using Jet-Al 
fuel with a JFTOT breakpoint of 538 K. 

A sharp increase in deposits was seen for small increases in 
bulk fuel temperatures. At 455 K, the test was terminated early 
due to rapid filter blockage. Most integrated testing was con
ducted with bulk fuel temperatures of 433 K to allow sufficient 
time for other fuel components to gather deposits before the 
HP filter became blocked. The slow heating rate of the fuel at 

Fig. 10 AFTS computer and relay cabinets 
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Fig. 11 Stiction module result comparison between low and high-stabil
ity fuels 

0.58 degrees Kelvin per second results in a long residence time 
that increases the deposit rate. Faster, and more realistic, heating 
rates are to be evaluated in the future. 

Heated Nozzle Module. The nozzle module is able to 
gather real-time data of carbonaceous wall deposits. Figure 13 
shows the results of two tests with differing initial nozzle wall 
temperatures. A deposit hold-off period is observed initially, as 
shown in other Rolls-Royce tests, after which the deposit rate 
increases. The increase in wall temperature, while at a constant 
heating power, is due to the insulating qualities of the carbon 
deposit. Both the initial and final wall temperatures were driven 

25 

70 micron, 3Q4SS filter screen 
1.08 m/« open filter area velocity 
.68K/s bulk fuel heat rate 

433K bulk temp 

1 1 1 
S S3 8 3 

Time (hrs) 

Fig. 12 HP filter blockage versus bulk fuel temperature 
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Fig. 13 Heated nozzle tube deposits over t ime for two differing initial 
wall temperatures 
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Fig. 15 Comparison of AFTS nozzle data with that of TeVelde and 
Glickstein (1983) 

to higher levels than might be found in current aircraft nozzles 
to ensure sufficient carbon accumulations within the test period. 

At the end of each test, the nozzle tube was removed and 
subjected to a carbon burn-off test to verify the results of the 
tube temperature rise. Figure 14 illustrates the deposit buildup 
for various heater power (initial inner wall temperature) settings 
using two different inlet fuel temperatures. The trends seem to 
indicate a higher level of wall deposits with increasing fuel inlet 
temperatures and increasing initial wall temperatures. 

The AFTS test unit was designed to mimic turbine engine 
fuel conditions, and as such, provides an opportunity to compare 
nozzle deposit data with previous work done on heated tubes. 
Data from Fig. 14 are superimposed on test results presented 
by TeVelde and Glickstein (1983) at United Technologies Re
search Center (UTRC) and are shown in Fig. 15. Although the 
UTRC tests utilized an 8 foot long, resistance heated stainless 
steel tube, with ambient JP-5 fuel inlet temperatures, the AFTS 
test data appear to follow the UTRC data trend. The decrease 
in deposit rate above 650 K as shown by the UTRC data is 
believed to be caused from fuel-entrained oxygen depletion 
and a change in the deposit mechanism from autooxidation to 
pyrolysis. 

Hot and Cold Exit Filter Modules. Initial tests show that 
the nozzle inlet bulk fuel temperature as well as the nozzle 
power have an impact on deposits arrested by the hot and cold 

exit filters. Figure 16 shows that increasing bulk fuel tempera
ture results in increased deposits. Increasing the nozzle power 
(initial wall temperature) has the same effect. The hot exit filter 
always developed more deposits than the cold exit filter. 

Interestingly enough, an Air-Force test rig using a similar 
test setup showed differing results. In addition, the cold exit 
filter developed more deposits than the hot at comparable bulk 
fuel temperatures and test duration to the AFTS unit. Figure 17 
shows the comparison between those data (Heneghan et al., 
1995) and those of the AFTS test unit. Variables that may 
contribute to this discrepancy are: the use of 2 /j,m filters versus 
60 (j,m in the AFTS unit, and a much faster bulk fuel heating 
rate as well as a much lower filter velocity than the AFTS unit. 
The effect of these variables merits further testing. 

Conclusion 
A test unit was developed that showed its ability to quantify 

fuel thermal stability in those areas typically found in aviation 
turbine engines sensitive to deposition. The fuel is conditioned 
to represent realistic conditions while the test specimens closely 
reflect the dynamic, thermal, and material properties of actual 
aircraft fuel system components. Real-time data are obtained 
that provides good discrimination of changing test conditions 
and fuel quality. The AFTS test unit is now a viable test vehicle 
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Fig. 14 Heated nozzle tube deposits for differing fuel inlet and initial 
wall temperatures 
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Fig. 16 Hot and cold exit filter blockage over t ime for two differing 
prestressed fuels 
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Fig. 17 Comparison of AFTS hot and cold exit filter results with those 
of Heneghan et al. (1995) 

for investigating the causes and results of thermal degradation 
of aviation fuels. 
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Part-Load Operation of 
Combined Cycle Plants With and 
Without Supplementary Firing 
The design point performance of combined cycle power plants has been steadily 
increasing, because of improvements both in the gas turbine technology and in the 
heat recovery technology, with multiple pressure heat recovery steam generators. 
The concern remains, however, that combined cycle power plants, like all installations 
based on gas turbines, have a rapid performance degradation when the load is 
reduced. In particular, it is well known that the efficiency degradation of a combined 
cycle is more rapid than that of a classical steam plant. This paper describes a 
methodology that can be used to evaluate the part-load performances of combined 
cycle units. Some examples are presented and discussed, covering multiple pressure 
arrangements, incorporating supplemental firing and possibly reheat. Some emphasis 
is put on the additional flexibility offered by the use of supplemental firing, in conjunc
tion with schemes comprising more than one gas turbine per steam turbine. The 
influence of the gas turbine controls, like the use of variable inlet guide vanes in the 
compressor control, is also discussed. 

Introduction 
This paper presents a method that can be used to evaluate 

the off-design performance of combined cycle units. In par
ticular, the interest in looking at this off-design performance 
is to know about the reduced load efficiency of these plants. 
It is well known that combined cycles, like all equipment 
based on industrial gas turbines, experience a rather rapid 
performance degradation when the load is reduced, even if 
the design point performance is attractive (Dechamps et al., 
1993). 

In many countries experiencing a very rapid load growth, 
combined cycles are being installed because of their very 
short construction time, but will be replaced later by classi
cal steam plants. In other countries like Belgium, the base-
load duty is entirely covered by nuclear power plants. As a 
result of these situations, combined cycles are quite often 
required to cover the intermediate load range or to provide 
the load following capability of the generation mix. Hence, 
their reduced load performance is of great importance (Har-
mel, 1989). 

The method presented can be implemented on microcom
puters, and the required performance can be evaluated in a 
few seconds. Some emphasis is put on the devices and con
trol systems usually used to improve the off-design perfor
mance, like a sliding steam pressure. The advantages of 
using supplemental firing as an additional control parameter 
are also discussed. 

Most of the numerical method presented deals with the calcu
lation of the heat exchange in the heat recovery steam generator, 
assuming that the off-design performance of the gas turbine 
and of the steam turbine can be determined by well-known 
techniques. 

Modeling of One Pressure Level 

Introduction. Although most of the heat recovery steam 
generators currently installed and in service comprise more than 

Contributed by the International Gas Turbine Institute and presented at ASME 
Cogen Turbo Power '94, Portland, Oregon, October 25-27, 1994. Manuscript 
received by the International Gas Turbine Institute July 23, 1994. Associate Tech
nical Editor: E. M. Greitzer. 

one pressure level, they can usually be broken into several 
modules, each composed of the three heat exchangers that build 
up a pressure level, i.e., an economizer, a vaporizer, and a 
superheater. 

It is therefore worth looking at the model of a single-pressure-
level HRSG, because more complex arrangements can be built 
by connecting together several such models. 

Assumptions. Figure 1 presents the required notations cor
responding to the heat exchange diagram for one pressure level 
comprising the three above-mentioned heat exchangers. 

The Heat Exchange Coefficient Off-Design. A method 
must be used to evaluate the heat transfer coefficient in each 
of these heat exchangers when going off design. In order to 
avoid the computational burden of using detailed methods, it can 
be assumed that the heat transfer coefficient varies according to 
the following formula: 

h = hE -)\r 
mD/ \TD 

(gas side properties) 0) 

which only requires the detailed calculation of the heat transfer 
coefficient at the design point and suitable values of the expo
nents a and /3. This is based on the assumption that the gas-
side resistance to heat transfer is controlling. 

A theoretical analysis provides values of 0.6 for a and 0.6 
for /? assuming that the flow over the heat exchanger tubes is 
fully turbulent and that the gas is a perfect gas. A fitting of 
Eq. (1) with results from a detailed heat "transfer coefficient 
calculation procedure gives values of 0.52 and 0.31 for a and 0, 
respectively. These values have been selected for the examples 
discussed in this paper. 

System of Equations. 
heater can be written as: 

The energy balances for the super-

\£su &su * "-sit' ^ - * In su (2) 

Qsu = mg • (hi - h2) (3) 

QsU = mv • (ha - hb) (4) 

The same equations apply for the vaporizer, taking into ac
count the fact that the approach temperature difference (the 
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Fig. 1 Heat transfer diagram and notations for one pressure level 

economizer does not provide a saturated liquid) must be consid
ered here: 

S2,va ^va ' "va " ^ - * In va (5) 

Qm = rhg • (h2 - h3) (6) 

Qva = m„ • (hb - hd) (7) 

The economizer takes over the remaining heat load: 

\£ec ^ec •*ec**^*]nec (8) 

Qec = rhg • (h3 - h4) (9) 

Qec = m„ • (hd - he) (10) 

These heat balance equations must be complemented by the 
saturation relation: 

Ts = saturation temperature(p) (11) 

and by an appropriate Stodola-like choking relation at the steam 
turbine inlet: 

mv-iTa = constant * steam turbine inlet area (12) 

Equations (2) to (12) are a system of 11 nonlinear equations 
with the same number of unknowns (namely p, Ts, Td, Ta, T2, 
T3, T4, m„, Qm, Qm, Qec), which can be solved if the inlet con
ditions for the gas and the feedwater are known. The heat trans
fer coefficient in Eqs. (2), (5), and (8) can be appraised with 
Eq. (1). 

Solving the Equations. Two main routes can be followed 
to solve the system composed of Eqs. (2) to (12): 

• All the equations can be solved simultaneously with a 
global method based on a matrix formulation, or, 

• The equations can be solved sequentially with a small 
number of guesses and checks when an equation has more than 
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Fig. 2 Solving the equations for one pressure level 

one unknown variable at the time it has to be solved. The 
best strategy can be determined by applying Mottard's rule, for 
example, although the explicit or implicit nature of the equations 
has to be taken into account as well (Kehlhofer, 1979). 

The sequential approach was thought to be better for this 
kind of problem, especially when considering the number of 
equations that should be solved simultaneously with the first 
method in the case of multiple pressure systems. This approach 
was implemented in our home-made combined cycle code 
CCCALC (Dechamps, 1993). Figure 2 represents the order of 
application of the equations. The variables to be guessed and 
checked later on are P, Ta, T2, T3, and Qec. The maximum number 
of imbricated loops is 3, although it is 2 most of the time. The 
equations involving a logarithmic mean temperature difference 
(2), (5), and (8) are all taken in their explicit form, thus avoiding 
the extraction of a temperature out of the logarithmic expres
sion. 

Modeling Multiple Pressure Level Systems 
A system comprising more than one pressure level can be 

connected in two ways: 

N o m e n c l a t u r e 

CC = combined cycle 
h = heat exchange coefficient, 

W/m2K 
HP = high pressure, bar 

HRSG = heat recovery steam generator 
IP = intermediate pressure, bar 

LHV = low heating value, MJ/kg 
LP = low pressure, bar 
m = mass flow rate, kg/s 
p = pressure, bar 

Q = heat exchanger load, kW 
S = heat exchanger transfer surface, 

m2 

T = average gas temperature, K 
TETiS0 = turbine entry temperature, K 

Ts = saturation temperature, K 
VIGV = Variable Inlet Guide Vane 

a, 0 = exponents in evaluating h off-
design 

A 7i„ = logarithmic mean temperature 
difference 

Subscripts 
D = design point 
ec = economizer 
g = gas 
s = steam 

su = superheater 
va = vaporizer 
w = water 
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Fig. 3 Solving the equations for multiple pressure systems 

• The pressure levels are independent one from another, all 
pressure levels are fed from the same deaerator. In this case, 
the system of equations just need to be solved for each pressure 
level. 

• A given HP pressure level is fed from the drum of the IP 
or LP pressure level. This is sometimes referred to as a cascade 
arrangement. In this case, the feedwater temperature for the HP 
level is the saturation temperature of the LP drum. Therefore, 
there exists a link between the various pressure levels. In the 
equations, this introduces an additional loop between the equa
tions for the two considered pressure levels. However, this addi
tional loop does not really require an additional guessed parame
ter, because this temperature is directly linked to the saturation 

pressure of the LP drum, which has to be guessed anyway when 
solving this level. 

Figure 3 illustrates this point. The feedwater temperature is 
required for the application of Eqs. (8) and (10). As Eq. (10) 
comes first in the order of calculation, the value of the feedwater 
temperature Te (or of the corresponding pressure for the LP 
drum) has to be guessed before applying Eq. (10) as indicated 
by Fig. 3. 

Unfired Single Pressure Combined Cycle Plant 

Introduction. The above-presented technique is first ap
plied to the simplest possible system, in order to point out 
some general conclusions about the off-design performance of 
combined cycle plants. 

Assumptions and Design Point Performances. Table 1 
summarizes most of the design assumptions of the system 
whose off-design behavior will be studied. Table 2 presents the 
main design point performance figures of this combined cycle 
plant. 

Performance Analysis 

Part-Load Efficiency. The very first criterion when analyz
ing the off-design performance of a power generation system 
is its part-load efficiency. As far as the considered system is 
concerned, two strategies can be used to reduce the output: 
1 Reduce the gas turbine TET first, then close the gas turbine 

compressor VIGVs afterwards. 
2 Close the VIGVs first, until the mass flow is reduced to 75 

percent of the design value in this case, then eventually 
further reduce the gas turbine fuel flow with the VIGVs 
fully closed, i.e., with the air mass flow at 75 percent of its 
design value. 

Figure 4 shows the combined cycle part-load efficiency (rela
tive to the design point efficiency) against the ratio of the output 
over the design output for the two previously mentioned strate
gies. It clearly appears that the best way to reduce the output 
is to close the VIGVs first (Gyarmathy, 1989; Gyarmathy and 
Ortmann, 1991; Facchini, 1993; Desideri and Fibbi, 1993). This 
is essentially because the gas turbine exhaust temperature is 
better maintained when closing the VIGVs than when reducing 
the TET. 

Indeed, two regulations can be used when closing the VIGVs: 

Table 1 Unfired single pressure combined cycle plant—assumptions 

Gas turbine 

all characteristics taken form a typical E-technology machine of the ISO MW-class 
inlet pressure loss : 10 mbar 
HRSG back-pressure : 25 mbar 
ambient temperature : 15°C 
ftiel: natural gas - LHV = 47.5 MJ/kg 

HRSG 

pinch point temperature difference : 10°C 
approach point temperature difference : 2°C 
drum pressure : 50 bar 
superheater outlet temperature : 520°C 
total transfer surface : 55000 m2 

econo steaming off design counteracted by recirculation 

Steam Cycle - General 

steam turbine isentropic effectiveness : 85% 
condenser pressure : 50 mbar 
generators efficiency : 99% 
auxiliary power consumption : 1 % of the gross output 
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Table 2 Unflred single pressure combined cycle design performance 

Gas Turbine HRSG 

net power output / efficiency : 144.95 MWe / 32.5 % 
exhaust temperature : 551.37 °C 
exhaust mass flow : 506.9 kg/s 

steam production : 66.6 kg/s 
stack temperature : 149.8 "C 
overall effectiveness : 74.9 % 

Steam Cycle Overall 

net power output: 73.63 MWe 
outlet quality : 91.09 % 
Rankine cycle efficiency : 32.6 % 

net plant power output: 218.58 MWe 
net plant efficiency : 49 % 

1 The gas turbine TET is kept constant, therefore producing 
a rise in gas turbine exhaust temperature. 

2 The gas turbine exhaust temperature is kept constant. 

Even if both strategies exist, the second one was used in this 
study, because keeping the TET constant produces a rise in gas 
turbine exhaust temperature, which was thought to be unaccept
able both for the HRSG and for the resulting superheated steam 
temperature (reaching 580°C in this case). If the VIGVs were 
fully closed with a constant TET, the superheated steam temper
ature would exceed its design value by more than 30°C, which 
would require an important desuperheating injection rate. It 
should be noted that the difference in efficiency that appears 
on Fig. 4, i.e., of the order of 2% pt. is significant in terms of 
combined cycle efficiency, considering that it is of the same 
magnitude as that between simple and dual pressure combined 
cycle at design. Therefore, it can be said that choosing the right 
strategy at reduced load is almost as important as choosing the 
right combined cycle design. 

LP Steam Turbine Outlet Quality. The LP steam turbine 
outlet quality is a factor that may limit the operation of the 
steam turbine at very low loads. The steam quality should stay 
above the value recommended by the steam turbine manufac-
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Fig. 4 Unfired single pressure level system combined cycle part-load 
efficiencies 

turer in order to avoid erosion problems on the last stage blades. 
Such a limiting value is commonly within the range 0.86-0.89. 

Figure 5 illustrates this in the case when the TET is used 
first to reduce the load, and in the case when the VIGVs are 
used first. From this point of view as well, the use of VIGVs 
in the first place produces a more acceptable steam turbine 
outlet quality at very reduced loads. 

Economizer Steaming. The economizer approach tempera
ture difference is usually reduced when the output of the steam 
cycle is reduced. It may happen that this temperature difference 
becomes nil, meaning that some vaporization takes place in 
the economizer. To avoid the stability apd control problems 
associated with this phenomenon, a recirculation of the econo
mizer flow back to its inlet may be used. 

Figure 6 illustrates this, in the case when the VIGVs are 
used first to reduce the output, showing that the recirculation 
is required only when the TET is reduced, after the VIGVs are 
fully closed. Indeed, the approach temperature difference is 
even increased when closing the VIGVs, giving one more rea
son for their use. 

•If only the TET were used to control the plant output, the 
recirculation would be required not below 70 percent of the 
design output, but below nearly 100 percent. 
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Fig. 5 Unfired single pressure level system steam turbine outlet quality 
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Superheated Steam Conditions. Figure 7 gives the super
heat steam temperature and pressure at reduced loads. The in
fluence of the VIGV control is clear on the temperature, giving 
a slightly increasing steam temperature, corresponding to the 
constant gas turbine exhaust temperature. 

The steam pressure is found to decrease continuously when 
reducing the output, although the drop appears more rapid when 
the TET becomes the controlling parameter. The corresponding 
steam mass flow is easily deduced from the temperature and 

steam 
pressure (bar) 

steam 
temperature (°C 

600 

600 

400 

300 

200 

100 

P/Po 

Fig. 7 Unfired single pressure level system steam conditions 

the pressure using the Stodola ellipse relation at the steam tur
bine inlet. 

Sliding Steam Pressure Versus Throttling. To prevent the 
steam pressure from dropping continuously when reducing 
the output, it can be envisaged to throttle the steam turbine 
inlet. One such action which is commonly used consists in 
maintaining the steam pressure at 50 percent of its design 
value when it would naturally fall further. Figure 8 shows 
that this turns into an efficiency penalty for the combined 
cycle. Moreover, maintaining the steam pressure at an arti
ficially high value provokes a swift decrease in steam tur
bine outlet quality. Hence, steam turbine inlet throttling ap
pears to be justified only if it is required by a minimum 
steam pressure set-point. 

Supplementary Fired Single Pressure Combined Cycle 

Introduction. A system similar to the previously de
scribed one, but comprising supplemental firing, is used to 
point out the specific characteristics of supplementary fired 
combined cycles. 

Assumptions and Design Point Performance. The as
sumptions used for this cycle are similar to those mentioned in 
Table 1, with the addition of the supplemental firing and a 
higher superheated steam temperature: 

• natural gas fuel (LHV = 47.5 kJ/kg) 
• supplemental firing temperature of 650°C 
• superheated steam temperature: 540°C 

The supplemental firing temperature of 650°C was selected 
considering that it is about the limiting temperature requiring 
no design modification to the HRSG as compared to unfired 
plants. Above that limit, inside refractory linings would have 
to be used. 

Table 3 presents the main design point performance figures 
of this combined cycle plant. 
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Table 3 Supplementary fired single pressure combined cycle design performance 

Gas Turbine 

net power output: 144.94 MWe 
net efficiency : 32.49 * 
heat input: 446.03 MW 
fuel : natural gas - LHV = 47.5 MJ/kg 
exhaust temperature : 551.4 °C 
exhaust mass flow : 506.91 kg/s 

Supplemental Firing 

fuel mass flow : 1.34 kg/s 
heat input: 63.11 MW 
fuel: natural gas - LHV = 47.5 MJ/kg 
flue gas mass flow : 508.25 kg/s 
suppl. firing heat input / gas turbine heat input: 0.141 

HRSG 

steam production: 91.21 kg/s 
stack temperature : 104.69 °C 
overall effectiveness : 0.859 % 
total heat transfer surface : 87000 m2 

Steam Cycle 

net output: 103 MWe outlet quality : 91.99 % 
Rankine cycle efficiency : 32.9 % 

Overall 

net plant power output: 247.94 MWe 
net plant efficiency : 48.67 %  

Per fo rmance Analysis 

Part-Load Efficiency. Three variables can be used as con
trol parameters to reduce the plant output: 

• the gas turbine TET (or exhaust temperature) 
• the gas turbine VIGVs 
• the supplemental firing temperature 

Therefore, six strategies can be used to reduce the load start
ing at the design point, with the following order in which these 
three parameters are used: 

1 TET—VIGVs—supplemental firing 
2 TET—supplemental firing—VIGVs 
3 VIGVs—TET—supplemental firing 
4 VIGVs—supplemental firing—TET 
5 supplemental firing—TET—VIGVs 
6 supplemental firing—VIGVs—TET 

According to the results of the unfired combined cycle 
plant, it can be concluded that all the strategies involving a 
reduction of the gas turbine TET before the VIGVs are 
closed are not worth looking at. Strategies 3, 4, and 6 remain 
to be examined. 

Figure 9 presents the part-load efficiencies associated with 
these three possibilities: Solution (6) [supplemental firing— 
VIGVs—TET] appears to be the best solution. In the first 
instance, when the supplemental firing is reduced with the gas 
turbine running at its design point, the efficiency actually in
creases as the load decreases. Such behavior was already de
scribed (Dechamps and Mathieu, 1991, 1992) in repowered 
cycles and observed in practice in such arrangements (Linne-
meijer and Van Buijtenen, 1988). Because of this unique fea-
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Fig. 9 Fired single pressure level system—part-load efficiencies 
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ture, the design point performance is maintained down to 80 
percent of the design point output. 

The fact that the supplemental firing has to be reduced first 
is beneficial for the gas turbine: It is running in all this output 
range at its design point, without any temperature variations in 
the hot sections that could decrease the availability of modern 
gas turbines. 

LP Steam Turbine Outlet Quality. Figure 10 illustrates the 
evaluation of this parameter when the best strategy is used to 
reduce the output. The outlet quality is only slightly reduced 
when the supplemental firing is shut off, then increased when 
closing the VIGVs, and drops continuously when further reduc
ing the gas turbine fuel flow. Because of the rise in the VIGV-
controlled region, the value always remains acceptable, even at 
very low loads. 

Unfired Versus Fired Configurations. Figure 11 compares 
the absolute reduced load efficiencies for the unfired case stud
ied before and for the present supplementary fired case. It 
should, however, be noted that the design point refers to differ
ent absolute values in terms of output. 
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without supplemental firing 

The supplementary fired plant clearly appears as substantially 
less penalized when going to reduced loads. It can therefore be 
said that the use of supplemental firing is a decisive advantage 
for single pressure combined cycles when the plant has to run 
often at reduced loads. 

Dual-Pressure Combined Cycle in 2-2-1 Configuration 

Introduction. A state-of-the-art dual pressure combined 
cycle in a 2-2-1 configuration (2 gas turbines-2 HRSGs-1 
steam turbine) has been studied with the same method. Two 
cycles have indeed been studied, one without supplemental fir
ing, and one with supplemental firing up to 650°C. 

The objective is twofold: 

• evaluate the flexibility at part load of the 2-2-1 arrange
ment. 

• assess whether the use of supplemental firing has the same 
advantages as in the simpler single pressure system previously 
studied. 

Assumptions and Design Point Performances. Table 4 
summarizes most of the design assumptions and design point 
performance of the two considered cycles. 

Performance Analysis 

Unfired Case. Figure 12 presents the part-load efficienc
ies of the dual pressure combined cycle without supplemental 
firing. 

Several strategies can be envisaged to decrease the output of 
such a plant. Based on the previously described systems, only 
the strategies when the VIGVs are closed before the TET is 
reduced for a given gas turbine are considered. 

Three routes can be identified on Fig. 12: 

• The path denoted by ABEFHI involves: 
AB: close the VIGVs of one gas turbine, 

• BE: reduce the TET of that gas turbine, 
EF: operate on the other gas turbine only, 

• FH: close the VIGVs of the second gas turbine, 
• HI: reduce the TET of the second gas turbine. 
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Fig. 12 Unfired dual pressure system: 2-2-1 configuration; part-load 
efficiencies 

• The path denoted by ABCDGHI involves closing the 
VIGVs of both gas turbines before reducing the TET on the 
first one. This solution exhibits a better efficiency in the upper 
load range region, but the operation with two gas turbines run
ning between points E and G is inefficient. 

• The path denoted by ABCDFHI is a combination of the 
previous two strategies: The first gas turbine is stopped at point 
D, while the system comes back to point F by re-opening the 
VIGVs of the second gas turbine, which had been closed be
tween B and C. 

It should be said that closing the VIGVs on both gas turbines 
simultaneously, rather than on one before the other, does not 
give any significant departure from the path ABC, because these 
three points are nearly on a strait line. Therefore, the best way 
to reduce the load on this system appears to be the following, 
starting with the design point: 

• close the VIGVs on gas turbine number 1, 
• close the VIGVs on gas turbine number 2, 
• reduce the TET on gas turbine number 1, 
• switch to the operation with one gas turbine only as soon 

as it is possible, with gas turbine number 2 running at its 
design point (F on Fig. 12), 

• close the VIGVs of gas turbine number 2, 
• reduce the TET of gas turbine number 2. 

Supplementary Fired Cycle. Figure 13 compares the part-
load efficiencies of the two systems for which the assumptions 
and the design point performances are quoted in Table 4. 

At the design point, the supplementary fired case produces 
11.6 percent more power with a 1 %pt efficiency penalty com
pared to the unfired case, and requires a 40 percent increase of 
the heat transfer surface (see Table 4). 

The dotted line represents the unfired system, when the best 
possible strategy is used to reduce the output, i.e., the path 
denoted ABCDFHI on Fig. 12. The solid line is the part-load 
efficiency of the supplementary fired system used in the most 
efficient way: The supplemental firing is reduced first, then the 
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Table 4 Dual pressure combined cycle design and performance 

Gas Turbine Supplemental Firing (when applicable - in GT exhaust) 

inlet pressure loss : 10 mbar fuel mass flow : 1.34 kg/s per HRSG 
HRSG back pressure: 25 mbar heat input: 63.11 MW per HRSG 
ambient temperature : 15°C flue gas mass flow : 508.25 kg/s per HRSG 
net power output / efficiency : 144.94 MWe / 32.49 % suppl. firing heat input / gas turbine heat input 0.141 
heat input: 446.03 MW fuel : natural gas - LHV = 47.5 MJ/kg 
fuel : natural gas - LHV = 47.5 MJ/kg supplemental firing temperature : 650"C 
exhaust temperature : 551.4 °C 
exhaust mass flow : 506.91 kg/s 

Unfired Cvcle Fired Cvcle 
HRSG 

pinch point temperature differences (°C) 10 10 
approach point temperature differences (°C) 2 2 
HP drum pressure (bar) 60 60 
LP drum pressure (bar) 6 6 
HP superheat temperature (°C) 520 540 
LP superheat temperature (°C) 187 160 
HP steam mass flow (kg/s) 66.53 91.12 
LP steam mass flow (kg/s) 9.67 2.68 
deaerator pressure (bar) 3 3 
stack temperature (°C) 109.7 98.3 
total transfer surface (m2) 99000 140000 
overall effectiveness (%) 82.3 86.9 

Steam Cycle 

steam turbine isentropic effectiveness (%) 85 85 
condenser pressure (mbar) 50 50 
generator efficiency (%) 99 99 
auxiliary power consumption (% of gross output) 1 1 
net output (MWe) 163.55 216.16 
Rankine cycle efficiency (%) 33.0 34.4 
outlet steam quality (-) 0.8838 0.8943 

Overall 

net output (MWe) 453.43 506.04 
net efficiency (%) 50.83 49.83 

VIGVs are closed, and the TET is eventually reduced on one 
gas turbine. 

The low output range is not represented for the supplementary 
fired case, because it is essentially similar to the unfired case. 

The conclusion here is similar to that in the single pressure 
level system: At 60 percent load, the supplementary fired plant 
has a 2.5 %pt efficiency advantage over the unfired one, and 
this advantage is maintained further down the output-efficiency 
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Fig. 13 Dual pressure level systems: 2-2-1 configuration with and with
out supplemental firing 

Conclusions 

A methodology to appraise the performance of combined 
cycle plants at reduced loads has been presented and applied to 
single as well as multiple pressure systems, in supplementary 
fired or unfired configurations. It has been applied to reheat 
configurations as well with only minor improvements compared 
to those presented here. 

In all cases, it was clear that the best strategy to reduce the 
output was to reduce the supplementary firing, if any, then close 
the gas turbine VIGVs and eventually reduce the gas turbine TET. 

Whatever the combined cycle arrangement may be, the use 
of supplemental firing provides more operational flexibility and 
increases the plant efficiency at part load over most of the load 
range. 

For single pressure level systems, it was demonstrated that 
the use of supplemental firing, although it decreases the design 
point efficiency by 0.33 %pt allows more flexibility at reduced 
loads. Moreover, the efficiency of the supplementary fired sys
tem exceeds that of the unfired one by 1 %pt over most of the 
load range. 

A similar conclusion can be drawn for the dual pressure 
system, for which the additional flexibility of the supplementary 
firing produces the same effects, with a 2.5 %pt efficiency ad
vantage below 60 percent load. 
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Laser Vibrometry Measurements 
of Rotating Blade Vibrations 
One of the most important design factors in modern turbomachinery is the vibration of 
turbomachinery blading. There is a need for developing an in-service, noncontacting, 
noninterfering method for the measurement and monitoring of gas turbine, jet engine, 
and steam turbine blade vibrations and stresses. Such a technique would also be 
useful for monitoring rotating helicopter blades. In the power generation industry, 
blade failures can result in millions of dollars of downtime. The measurement of 
blade vibrations and dynamic stresses is an important guide for preventive mainte
nance, which can be a major contributor to the availability of steam turbine, gas 
turbine, and helicopter operations. An experiment is designed to verify the feasibility 
of such a vibration monitoring system using the reference beam on-axis laser-Doppler 
technique. The experimental setup consists of two flat, cantilever blades mounted on 
a hub attached to the shaft of a dc motor. The motor rests on a linear bearing 
permitting motion only in the direction of the motor shaft. The motor and blade 
assembly is then excited via an electrodynamic shaker at the first natural frequency 
of the blades. The resulting blade vibration is then detected using a laser vibrometer. 
The vibration frequencies and amplitudes of the two rotating blades are successfully 
measured. 

Introduction 

In the power generation and aeropropulsion industries, the 
continuing trend in the past 30 or so years has been to generate 
more power or thrust per pound of equipment. This has led to 
the building of larger gas turbines, jet engines, and steam tur
bines that operate with closer tolerances at high speeds. This is 
also true for blades of helicopters, which perform under heavy 
load and sometimes in nonideal situations. 

Three-fourths of all steam turbine blade failures occur in the 
low-pressure section with about 75 percent of these failures 
occurring in the L-0 and L-.l rows. These failures seem to be 
the chief factor in defining the useful life of fossil fuel power 
plants. Turbine blade failures, many of which are caused by 
vibration-related fatigue stresses, alone are the leading cause of 
steam turbine downtime costing U.S. utilities more than $235 
million annually (McCloskey, 1990). 

However, the availability and service life of such equipment 
is of significant economic importance. A consequence of such 
criteria is more stringent requirements for the operational safety 
and availability of such machinery. 

Blade vibration can be described as either forced or self-
excited. Forced vibration results from disturbances either up
stream or downstream from the blades and can be synchronous 
with engine speed multiples. Flutter is an example of self-ex
cited vibration and is caused by an interaction between the 
vibration response of the blade and the aerodynamic forces 
resulting from these blade motions. Self-excited vibrations are 
generally nonsynchronous with engine speed, since they are 
related to blade and rotor natural frequencies. Typical design 
practices for steam turbines call for rotor and blade natural 
frequencies to be at least eight times the turbine running speed 
(Scalzo et al , 1986). 

Blade vibration monitoring can play an important role in 
preventing blade failure from fatigue. On-line monitoring of 
blade vibrations can also be used in assessing whether the tur
bine should be shut down for scheduled maintenance or if in-
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spections can be postponed. Alternatively, vibration monitoring 
can also be used in the validation of analytical models of blade 
performance during the design of turbine blading. It is desirable 
that a blade vibration monitoring system provide information 
for all blades in a particular group. In helicopter applications, it 
can warn the pilot of dangerous rotor blade operating conditions, 
which then could be avoided. 

This paper demonstrates the feasibility of using the reference 
beam laser-Doppler technique for detecting rotating blade vibra
tion. The laser-Doppler method appears very promising. A sur
vey of available techniques to measure blade vibration reported 
by Kadambi et al. (1989) shows that this technique is very 
promising for synchronous vibration detection. The laser-Dopp
ler technique would allow for all the blades of a particular group 
to be monitored. An experimental setup is developed, which 
serves as the basis for the evaluation of the laser-Doppler tech
nique. The processing of the Doppler burst is an important step 
in the data collection stage. The Doppler signal processor must 
be able to detect the intermittent signals resulting from blades 
rotating through the laser beam. Data analysis of the intermittent 
signal is the final stage of the test system. The characteristics 
of the blade vibration must be estimated from the data. In deal
ing with short time records, classical signal processing has some 
shortcomings; therefore other methods of signal processing need 
to be explored. 

Experimental Setup 
The main components of the experimental setup are reference 

beam laser-Doppler vibrometer, signal processor, electrody
namic shaker and function generator, hub and blade assembly, 
DC motor, and data acquisition system. The setup is shown in 
Fig. 1. The motor and blade assembly and shaker are mounted 
on a heavy steel C-channel section. 

There are two basic ways of implementing the laser-Doppler 
method for velocity measurement: the dual beam and reference 
beam techniques. The dual beam method measures velocity 
transverse to the direction of the laser light, whereas the refer
ence beam method measures velocity in the direction of the 
laser light. Only the reference beam technique is used in the 
present study. 

The reference beam laser-Doppler technique was used to 
measure the vibration of rotating blades by Kulczyk and Davis 
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Table 1 Blade dimensions 

Fig. 1 Experimental setup 

(1973). Later, Cookson and Bandyopadhyay (1980) incorpo
rated fiber optics and Bragg cells into the laser-Doppler probe 
and measured the blade vibrations. Availability of equipment 
(during the 1970 to 1980 period) to detect, collect, and process 
the Doppler shifted signal was the limiting factor in both of 
these attempts to measure vibration of rotating blades. 

The reference beam mode laser-Doppler vibrometer used in 
our tests is a Dantec Modular 55X Vibrometer. The vibrometer 
uses a 10 mW He-Ne laser. The reference beam mode of opera
tion is shown in Fig. 2. Light from one laser is split into a 
scattering beam and a reference beam. The reference beam is 
directed to the detector. The scattering beam is first frequency 
shifted by a Bragg cell. This frequency shift allows alternating 
velocities with zero mean (typical of vibrating surfaces) to be 
detected. The scattering beam is then transmitted in the direction 
of unit vector li to a moving surface with velocity U. The 
scattering beam is then reradiated from the moving surface to 
the detector located in the direction of unit vector k away from 
the surface. The Doppler-shifted scattering beam is heterodyned 
with the unshifted reference beam. The frequency difference 
between the two beams is the Doppler frequency and is propor
tional to the velocity. The ratio of the Doppler frequency to the 
laser's frequency is given by 

c - U k 

c - U l , 
1 (1) 

where v' — v is the Doppler frequency and v is the frequency 
of the laser light. Assuming that the velocity of light c is much 
greater than U, the velocity of the surface, and that the directions 
of k and li are rotated 180 deg relative to each other, then this 
equation can be approximated by 

2Uy 

c 
(2) 

where Uy is the on-axis (relative to the laser path) velocity of 
the surface (DANTEC, 1999; Reinhardt, 1994). 

The heterodyned signals are then processed by a Doppler 
signal processor to obtain the blade vibration velocity. Normally 
two types of signal processor, frequency tracker and counter-
type, are used for signal analysis. In our experiment, both fre
quency tracker and counter are used. A frequency tracker is 
suitable for measurements of continuous signals, and a DAN-

Blade A Blade B 

length (1) 7.526 7.493 
width (w) 1.270 1.270 
thickness (t) 0.102 0.102 

(all dimensions in cm) 

TEC Model 55N20 Tracker is used for nonrotating blade vibra
tion tests. The counter-type processor is suitable for determining 
vibration information from rotating blades, since it is capable 
of handling intermittent signals. A TSI Model 1990C Counter 
is used for the rotating blade vibration tests. 

A 10 lbf shaker is used with its excitation axis horizontal. 
A rigid coupling connects the shaker's armature to the motor 
assembly. The shaker is driven by the amplified output of a 
function generator. Only sine waves of constant amplitude and 
frequency are used in the tests. A brushless DC motor is used 
to rotate the blades. The maximum speed of the motor is 7000 
rpm. The speed is controlled by varying the input to the motor 
from the DC power supply. Motor speed is monitored via an 
optical tachometer, which has a resolution of 1 rpm. 

The motor is mounted on a wheeled cart guided by a track. 
The cart and track arrangement allows the motor to slide back 
and forth and the assembly can be vibrated using the shaker. 
The bearings of the motor do not allow the shaft to slide axially. 
Thus, the vibration input is transferred directly to the hub and 
blade assembly. 

The blades are two flat steel cantilever beams mounted on a 
small aluminum hub, rotated 180 deg relative to each other. 
The dimensions of the two blades are given in Table 1. The 
hub is fastened to the shaft with set screws. A strain gage is 
mounted to each blade. The center of each gage is located 0.952 
cm from the clamped edge. 

The blades are bolted to the hub to give a clamped boundary 
condition at one end. The thin edge of the blade is tangential 
to the direction of rotation. This minimizes the air resistance 
during rotation and also allows the blades to be excited via base 
motion to vibrate in the first bending mode. 

The blades are flat and are assumed to behave as beams. The 
effects of rotary inertia and shear deformation are neglected, 
since the cross-sectional dimensions are small compared to the 
length. The calculated natural frequencies are given in Table 2. 
The calculated mode shapes are shown in Fig. 3. 

A 486-66 MHz PC-based data acquisition system is used for 
collecting data. The test data are collected using a 16 bit data 
acquisition board. The sample interval is set at 192 X 10"6 s 
and a total of 4096 samples are collected for the nonrotating 
forced vibration tests of the blades. The sample interval for the 
free vibration tests of the blades is set to 1.536 X 10~3 s and 
2048 samples are collected. The rotating blade vibration test 
data is collected with a sample interval of 192 X 10"6 s. Data 
for only one revolution are collected due to the limitation of 
memory on the data acquisition board to 4096 samples. The 
data collection is synchronized with the rotation by using a 
digital trigger to start the data acquisition. The digital trigger 

Table 2 Calculated blade natural frequencies 

Fig. 2 Reference beam method 

Blade A Blade B 

mode 1 146 Hz 147 Hz 
mode 2 916 Hz 924 Hz 
mode 3 2560 Hz 2590 Hz 
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Table 3 Measured first natural frequency of blades 

0.2 0 .4 0.6 0.8 1 

Position on beam relative to length x/L 

first mode shape - second mode 
shape 

- third mode shape 

Fig. 3 Plot of theoretical blade mode shapes 

is TTL compatible and is generated from an infrared reflective 
assembly. The assembly only produces a pulse when blade B 
is present (resulting in a once per revolution signal). The data 
collection begins after blade B has passed by the reflective 
assembly. 

Data Processing 

The short vibration records are analyzed individually. Both 
amplitude and frequency information are required. If the records 
for a given blade are appended to achieve a longer time record, 
then discontinuities are introduced due to phase differences be
tween the individual records. These phase differences can be 
accounted for in the present analysis, but then the generality is 
lost. Conventional spectrum analysis using an FFT approach is 
limited in frequency resolution as a result of the short capture 
lengths. The frequency resolution for an FFT is 1 / T = (1 IN At) 
Hz, where T is the capture length, N is the record length, and 
Af is the sample interval. Also, the calculated frequency spec
trum is equal to the correct spectrum, only if an integer multiple 
of periods of the vibration signal is measured. Otherwise, energy 
of the original spectrum lines (or frequency bins) "leaks" into 
the other lines. Instead, a time domain least-squares curve-fitting 
approach is used, because of these limitations. The vibration 
data is xk = x(tk), where k = 0, 1, 2, . . . , JV - 1. The fitting 
procedure is based on fitting the analytical function, y{tk), given 
by Eq. (3) , to the data (Bevington and Robinson, 1992) 

y* = y(h) = Al + A2 sin (A3tk + A4) (3) 

where AUA2,A3, and A4 are the DC offset, amplitude of vibra
tion, frequency of vibration (in radians), and phase angle (in 
radians), respectively. The limiting factor in any data analysis 
method is the short data records that are a result of the blades 
rotating through the vibration measuring point. The capture time 
for collecting vibration data from rotating blades is limited to 
the transit time of the blade through the laser beam. This time 
is approximately the width of the blade divided by the blade's 
velocity at the point of the measurement. As the blade's rota
tional speed is increased, this implies that the minimum detect
able frequency increases for curve-fitting and spectral analysis 
methods, since both require at least two vibrational periods to 
be captured. 

Experimental Results and Discussion 
For all the tests, data are collected from a point on the blade 

located 5.923 cm from the clamped edge of the blade. This 
point is chosen because it is the location of the node of the 
second mode as calculated from the analytical model of the 
blade. By choosing this point, any mode 2 participation is ne
gated. Also, by exciting the blades at their first natural frequen
cies, the effects of higher modes are minimized, due to modal 
orthogonality. 

Blade A Blade B 
strain gage 144.3 Hz 144.0 Hz 
laser vibrometer 144.3 Hz 144.0 Hz 

Nonrotating Blade Vibration Tests. Nonrotating tests are 
performed to (1) evaluate the blades' first natural frequency, (2) 
compare the strain gage measurement with the laser vibrometer 
measurement, and (3) provide a measurement of the vibration 
level before rotation. These tests are done with the rotor and 
blade assembly attached to the motor. 

The first natural frequencies of the blades are determined 
from free vibration. Each blade is excited by "plucking" it and 
allowing the blade to vibrate freely in the first bending mode. 
Data are collected from the strain gage and the laser vibrometer. 
The data are then processed using an FFT algorithm. The results 
are given in Table 3. The gage and vibrometer both give the 
same frequency for a given blade. The calculated first natural 
frequencies of the blades agree well ( < 2 percent difference) 
with the measured values (see Tables 2 and 3). 

The next nonrotating test is a verification of the vibrometer's 
ability to predict strain. The two cases are: (1) forced excitation 
at blade A's first natural frequency and (2) forced excitation at 
blade B's first natural frequency. 

The vibrometer output is converted to strain by first integrat
ing the velocity signal to get displacement. First, the modal 
participation factor is calculated from 

u(x, t) = 4>\qi(x, t) (4) 

where u, <pu and qx are the displacement (from integration of 
velocity measurement), first mode shape and modal participa
tion factor, respectively. The strain can now be found from 

iii (5) 

where e and h are the strain and distance from the neutral axis 
of the blade, respectively. This technique for determining strain 
from a laser vibrometer measurement is discussed later in more 
detail. Figure 4 shows the results of this test. The maximum 
absolute relative error between the laser vibrometer strain pre
diction and the strain gage measurement is 7 microstrain. The 
laser vibrometer prediction is generally higher than the gage 
measurement. The difference may be from the fact that the gage 
is not a point measurement, but represents an average over the 
gage's length. Also, some error may result from approximating 
the first mode shape of the blade with the analytical solution 
for the first mode shape of a cantilever beam. 

Blade A forced vibration strain 
prediction 

Blade B forced vibration strain 
prediction 

0 0.0OS 0.01 0.015 0.02 0 025 

lime (s) 

j " • - strain (vibrometer) strain (gage) j 

0.005 0.01 0.015 0.02 0.025 

time(s) 

• strain (vibrometer) - -strain (gage) 

Fig. 4 Comparison of strain measured from gage to strain estimated 
from laser vibrometer measurement 
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Table 4 Results of curve-fitting stationary forced vibration tests Table 5 Results from rotating test of blade (not excited by shaker) 

BJasteA Biade_B 
mean value 2!a mean value 2±a 

dc level (volts) 4.90 0.04 4.94 0.02 

amplitude (mm/s) 45.1 0.8 65.6 0.6 

frequency (Hz) 144.0 0.6 144.0 0.1 

The last nonrotating test is the measurement of the forced 
vibration response of the blades when excited at blade B ' s 
first natural frequency, 144.0 Hz. This provides a baseline for 
comparing the results from the rotating forced vibration blade 
tests. Data from five runs are curve-fitted using the model de
fined by Eq. ( 3 ) . These results are averaged together and the 
95 percent confidence intervals (2*<r) are calculated (see Table 
4 ) . The DC values listed in Table 4 represent the Bragg cell 
shift of the scattering beams frequency. The DC values do not 
affect the measurement of the blade vibrations. Phase is not 
important for the present analysis, since only a single excitation 
frequency is used. 

Rotating Blade Vibration Tests. The rotating tests are di
vided into two cases: (1 ) rotating and not excited by shaker and 
(2 ) rotating and excited by shaker. The blades rotate through the 
laser beam, which results in an intermittent (blade vibration) 
signal. Data collection is started when blade B has passed the 
infrared reflective assembly. The sequence of data consists of: 
( 1 ) a constant value, followed by ( 2 ) the blade A vibration 
signal, then ( 3 ) another constant signal gap, followed by (4 ) 
the blade B signal. A sample raw data plot is shown in Fig. 5. 
Data are also collected from the digital trigger. This provides 
a once per revolution pulse used to determine the average rota
tional speed of a particular test. 

The speed of rotation is selected to give at least two vibration 
cycles per blade per revolution. The rotational speed of the tests 
is between 80 and 100 rpm. 

9 

8 | Jill 
7 1 I 
6 I I 

2 
1 

o] , , , , 
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Enlargement of blade signals 
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Fig. 5 Sample raw data rotating tests 
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Blade A Blade B 

run # (RPM) nns mean value rms mean value 

(mm/s) (volts) (mm/s) (volts) 

1 (90) 0.89 6.35 0.91 6.26 

2 (90) 0.77 6.15 1.35 6.14 

3 (91) 1.10 6.28 1.07 6.21 

4 (90) 1.06 6.18 1.46 6.34 

5 (91) 1.05 6.30 1.18 6.26 

6 (91) 0.86 6.24 1.01 6.22 

7 (88) 0.87 6.24 1.02 6.17 

Data are collected while the blade is rotating, but not ex
cited by the shaker in order to determine if there is any 
vibration attributable to rotation (i.e., unbalance or interac
tion with the air). 

The rms average of the blade signals from the first rotating 
test case (not excited by shaker) is calculated. The rms average 
is taken due to the random fluctuation in the data values. The 
results from seven runs are given in Table 5. 

From Table 5, it can be seen that the rotation of the blades 
does not excite the blades. The low-level blade signals that are 
observed while the blades are rotating (but not excited by the 
shaker) can be obtained from the rotational motion of the blade. 
A speckle pattern is produced when the laser beam is "de-
phased" on scattering from a surface whose roughness is on 
the order of the laser's wavelength (most materials fall in this 
category). The reflected component wavelets of the laser beam 
then interfere constructively and destructively and produce a 
chaotic distribution of light intensities known as the "speckle 
pattern" (Dainty, 1975). The blades' rotation through the laser 
causes spatial changes of the speckle pattern on the photodetec-
tor. This causes the detector output to vary in amplitude and 
phase. Therefore, the blades' rotation creates a signal, even if 
the blade's motion (and surface) is perpendicular to the incident 
laser beam. The signals that were observed are negligible when 
compared to the amplitude of the blade's motion in the second 
rotating case where the blades are excited via the shaker. 

The average speed for the second rotating case (shaker turned 
on) is 85 rpm. The data from five runs are curve-fitted using 
Eq. (3) as the model. These results are averaged together and 
95 percent confidence intervals (2*cr) are calculated (see Table 
6). The residuals (difference between the fitted function and 
the experimental data) do not exhibit any periodicity and are 
distributed about zero. This implies that no other vibration fre
quencies are present in the data. 

The difference in vibration amplitude between the rotating 
and stationary cases (both excited by shaker) may be due to 
stress stiffening of the blade while rotating (see Tables 4 and 
6) . This causes the blade natural frequencies to shift. Also, for 
lightly damped systems, such as the blades, the resonances are 
very sharp. This implies that there is a sharp roll-off in response 
as the excitation frequency moves away from the natural fre
quency. The frequency agreement between the two cases is 
within the uncertainty of the least-squares estimates. 

Table 6 Result from curve-fitting rotating blade tests (excited by 
shaker) 

BJ&rJe_A BJadeJS 
mean value 2±a mean value 21a 

dc level (volts) 5.62 0.07 4.94 0.05 

amplitude (mm/s) 52. 1. 58 1. 

frequency (Hz) 144.7 0.6 143.9 0.5 
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Modal Filtering 

These series of tests show that the vibration amplitude and 
frequency of a rotating blade can be determined using laser 
vibrometers. However, the transit time of the blade through the 
laser's measuring point must be greater than the time for two 
vibration cycles. As the rotational speed is increased, the mini
mum detectable frequency also increases, since curve-fitting 
and spectral filtering (using an FFT) the data each require a 
minimum of two vibration periods. This limitation can be over
come by a new signal processing technique. A modal filter can 
be used to determine the blade vibration information. The modal 
filter does not have any speed or frequency limitations. Data 
collected simultaneously from several points along the blade's 
height are used to determine the number of actively participating 
modes of vibration. 

A modal filter will now be developed. Only the lateral vibra
tion of a flat blade will be considered. Let the displacement at 
a point x on the blade at a time t be expressed as u{x, t). Using 
laser vibrometers, several points along the blade's height can 
be measured simultaneously. The expansion theorem allows the 
velocity to be expressed as a linear combination of the mode 
shapes of the blade (Meirovitch, 1980) 

u(x, 0 = X <t>r(x)qr(t) (6) 

where </>r(x) is the eigenfunction of the rth mode and qr{t) is 
the time derivative of the rth modal coordinate. In theory, the 
number of degrees of freedom for a continuous system is infi
nite, but the response can be approximated by a finite number 
of modes. 

The mode shapes may be determined from either finite ele
ment models or analytic solutions. The velocities of the blade 
are measured at discrete locations along the height. Essentially 
modal filters involve an inversion of Eq. (6) so that the qr(t) 
can be determined. With measurements taken at m points along 
the blade, Eq. (6) can be expressed in discrete form as 

effective in monitoring the blade's condition (i.e., if high stress 
occurs then warn operator of turbomachinery problem). Dy
namic stress is the stress rate. Similarly, dynamic strain is the 
rate of strain. Only dynamic strain can be determined, since the 
laser vibrometers measure velocity. Considering only lateral 
vibration of a fiat blade, the dynamic strain due to bending can 
be evaluated by differentiating Eq. (7) with respect to position, 
x, and multiplying both sides by the distance, h, from the 
blade's neutral axis 

£dyi = / . ! 
d24>r{x) 

dx2 qM (14) 

For spectral filtering methods only one measurement is needed 
to determine the modal speeds, qr(t). For modal filtering, multi
ple measurements are required to determine the modal speeds 
(using either Eq. (12) or (13)). The dynamic stress can then be 
determined from the strain rate through the proper constitutive 
equations. For this case, assuming linear elastic isotropic mate
rial, Hooke's law for uniaxial stress is valid. Applying this to 
Eq. (14) results in 

'-'dynamic ^^dynamic 

where E is modulus of elasticity of the blade material. 

(15) 

u(xt, t) = X <l>r(Xi)qr(t) i = 1, 2, m (7) 

Summary 
A test setup is developed to test the possibility of measuring 

rotating blade vibrations using reference beam mode laser-
Doppler vibrometry. The laser-Doppler vibrometry technique 
was successfully used in measuring rotating blade vibrational 
frequencies and amplitudes. The blade vibration frequency and 
amplitude were estimated from a least-squares curve-fitting pro
cedure. The curve-fitting technique limits use of the method to 
blade rotational speeds for which at least two complete vibration 
cycles are observed by the laser beam on the blade. This poses 
a severe limitation. Modal filtering is suggested as a new signal 
processing technique to overcome this limitation. The use of 
the modal filtering technique will allow the measurement of 
blade vibrations with no limitation on blade rotational speed. 

u{t) = Bq(t) 

uT{t) = [u{xi, t)u(x2, t) . 

4Tit) = [^iCO&M •• 

B <t>i(x2) (f>2(x2) 

.. u{xm, t)] 

• 4M] 

• <f>n(Xi) 

• <t>n(X2) 

• <l>n(Xm) 

(8) 

(9) 

(10) 

(11) 

(12) 

<t>i(xm) q>2(xm) 

The modal speeds can be found by inverting Eq. (8) 

q(t) = B~xu{t) 

The number of measurements, m, must be greater than or equal 
to the number of modes, n, of interest. If m > n then B~l is 
not the true inverse of B, but a least-square approximation 
known as the pseudo-inverse, and the solution to Eq. (12) is 
given by 

q{t) = {BTBylBTu(t) (13) 

The dynamic stress information must be determined to be 
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An Assessment of the 
Thermodynamic Performance of 
Mixed Gas-Steam Cycles: 
Part A—Intercooled and 
Steam-Injected Cycles 
This paper discusses the thermodynamics of power cycles where steam or water are 
mixed with air (or combustion gases) to improve the performance of stationary gas 
turbine cycles fired on clean fuels. In particular, we consider cycles based on modified 
versions of modern, high-performance, high-efficiency aeroderivative engines. The 
paper is divided into two parts. After a brief description of the calculation method, 
in Part A we review the implications of intercooling and analyze cycles with steam 
injection (STIG and ISTIG). In Part B we examine cycles with water injection (RWI 
and HAT). Due to lower coolant temperatures, intercooling enables us to reduce 
turbine cooling flows and/or to increase the turbine inlet temperature. Results show 
that this can provide significant power and efficiency improvements for both simple 
cycle and combined cycle systems based on aero-engines; systems based on heavy-
duty machines also experience power output augmentation, but almost no efficiency 
improvement. Mainly due to the irreversibilities of steam/air mixing, intercooled 
steam injected cycles cannot achieve efficiencies beyond the 52-53 percent range 
even at turbine inlet temperatures of 150CPC. On the other hand, by accomplishing 
more reversible water-air mixing, the cycles analyzed in Part B can reach efficiencies 
comparable (RWI cycles) or even superior (HAT cycles) to those of conventional 
' 'unmixed'' combined cycles. 

1 Introduction 

The steadily increasing performance of new "superfan" jet 
engines, in terms of both power and efficiency, is spurring 
increasing interest toward the use of aeroderived engines for 
large-scale, baseload electricity generation from natural gas 
(Cohn et al , 1993a; Stambler, 1993). With this regard, a first 
point to be emphasized is that, given the relevance of efficiency 
for baseload duty, no simple cycle aero-engine alone, no matter 
how advanced, will ever compete successfully with combined 
gas/steam cycles based upon modem heavy-duty turbines. Evi
dence for this argument comes directly from the intrinsically 
poor thermodynamic "quality" of Brayton cycles: Results pre
sented in a previous paper (Chiesa et al., 1993) show that even 
with pressure ratios above 60, turbine inlet temperatures above 
1500°C, and substantial advances in blade cooling techniques, 
materials, and turbomachinery, aerodynamics would be inade
quate to reach simple cycle net electrical efficiencies of 50 
percent, a value well below the potential of existing, commercial 
combined cycles. 

The most straightforward method to increase the efficiency 
of an aero-engine for stationary applications is the addition of 
a bottoming steam cycle: Indeed, a remarkable number of aero
engine-based combined cycles with net electric efficiencies 
close to 50 percent and power outputs below 50 MW„; are 
successfully operating throughout the world. At such low-me
dium power outputs aero-engine-based systems can outperform 
the ones based on heavy-duties by several efficiency percentage 

points; however, at larger power outputs (say over 100 MW,,), 
combined cycles based upon modern, high-temperature heavy-
duties exhibit both superior efficiencies and remarkably lower 
specific costs. 

There are several distinctive features of aero-engines that 
suggest investigating cycles different from conventional com
bined cycles: The multishaft arrangement makes it simpler to 
insert intercoolers amid the compression phase (or reheat in 
the expansion phase); the pressure ratio, already higher than 
optimum for combined cycles, can be further increased for opti
mum operation with unconventional cycles; the relatively low 
exhaust gas temperature and flow rate give poor bottoming 
steam cycle efficiencies. It is therefore not surprising that most 
of the innovative configurations alternative to the combined 
cycle have been proposed for aero-engines. 

Several "complications" of the basic Brayton cycle have 
been proposed in recent years: injection of water and/or steam 
at various points along the gas cycle; insertion of heat ex
changers (recuperators, compressor precoolers, intercoolers, 
aftercoolers), of reheat combustors, or of more complex compo
nents such as chemical recuperators and air/water saturators.1 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute March 18, 1994. Paper No. 94-GT-423. Associate Technical 
Editor: E. M. Greitzer. 

1 All three major world aero-engine manufacturers are presently engaged in a 
research program called Collaborative Advanced Gas Turbine (CAGT) aimed at 
developing alternative cycle concepts for stationary high-efficiency power genera
tion (Cohn et al., 1993a). Phase I of the program, originally organized by Pacific 
Gas & Electric Co. and now joined by a number of US, Canada, and European 
utilities, includes research on the potential of intercooled combined cycles based 
on the General Electric GE90, intercooled regenerative cycles based on the Rolls 
Royce Trent, and humid air cycles based on the Pratt & Whitney FT4000 (Stam
bler, 1993). 

The evaluation of innovative cycles is also among the projects selected for the 
Advanced Turbine Systems (ATS) Program sponsored by the U.S. Department 
of Energy (Anon, 1993a), as well as in other programs sponsored by the Electric 
Power Research Institute (Cohn et al., 1993b; Ghaly et al., 1993; Tittle et al., 
1993). 
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The effect of these complications is twofold: higher net electri
cal efficiency due to a more favorable "shape" of the thermody
namic cycle and larger unit power output due to an increase of 
both specific work and mass flow. Better cycles are realized by 
increasing the average combustor operating temperature and 
reducing the exhaust gas temperature, thus abating the two ma
jor losses of the simple cycle (introduction and release of heat 
to/from the cycle). Higher power outputs are accomplished by 
modifications that decrease compressor power (intercooling), 
increase turbine power (water/steam injection or higher average 
expansion temperature), or "supercharge" the existing turbo-
machinery by adding compression stages in front of the engine 
core. 

Since none of these plants has been operated or tested so far, 
the assessment of their performance potential can be based only 
on predictions of the authors proposing these cycles, who often 
claim very attractive efficiencies. However, due to inconsisten
cies among the hypotheses adopted by the various authors, such 
predictions do not warrant a comparison among the different 
schemes. The aim of this two-part paper is to investigate the 
thermodynamic performances of these plants and to compare 
them with those of combined cycles on the basis of the same, 
coherent set of assumptions. The analysis includes the optimiza
tion of the plant arrangement and the cycle parameters, as well 
as a detailed second-law analysis. The focus is on "mixed" 
cycles without reheat, i.e., cycles with substantial water and/or 
steam injection into air or gas and only one combustor. Reheat 
at constant TIT has been considered in a previous paper (Macchi 
et al., 1991); nonetheless, the variable-TIT results presented 
here and the recent commercial launch of a new heavy-duty 
reheat turbine (Anon., 1993c) make it worthy of further future 
investigations. 

2.1 Basic Outline. The system to be calculated is defined 
modularly as an ensemble of interconnected components, which 
can be of ten basic types: compressor, gas turbine expander, 
splitter, mixer, heat exchanger, combustor, pump, saturator, 
steam cycle (including all its components), and shaft (accounts 
for turbomachine spool interconnections, as well as electric 
losses). Operating characteristics and mass and energy balances 
of each component are calculated sequentially until the condi
tions (pressure, temperature, mass flow, etc.) at all interconnec
tions converge toward a stable value. Aside from the algorithm 
handling the component network (it is virtually possible to 
analyze any cycle configuration), the most distinctive features 
of the model lie in the calculation of the key cycle components: 
turbomachines, heat recovery steam generator, and saturator. 

The cooled gas turbine expansion is calculated as a sequence 
of small steps, each consisting of an expansion followed by 
gas-coolant mixing. At each step, the coolant flow required to 
maintain the blade temperature within an assigned value is 
found by the heat flux balance across the blade wall. The coolant 
is bled at the minimum pressure required to overcome coolant 
circuit pressure drops, and then discharged into the main flow; 
the optimistic implication of this idealized "continuous" com
pressor bleed (one for each expansion step) is compensated by 
imposing a high (40 percent) coolant-side pressure drop. The 
polytropic efficiency of both the cooled expansion steps and 
the uncooled turbine varies with a similarity size parameter to 
account for scale effects; exit kinetic energy is partly recovered 
in the diffuser. 

The calculation of the steam bottoming cycle and the evalua
tion of the steam turbine expansion have been addressed in 
previous papers by Lozza (1990, 1993), while the evaluation 
of the saturator is extensively discussed in Part B. 

2 Calculation Model 

The calculation model used to generate the results described 
here has been specifically developed to predict the performance 
of complex gas-steam cycles, particularly "mixed" cycles 
(Consonni, 1992). Since the structure and the capabilities of 
the model have been extensively described in previous papers 
(Consonni et a l , 1991; Lozza, 1990, 1993; Chiesa et al., 1992, 
1993) we recall here only the most significant features and the 
modifications introduced in the framework of this paper. 

2.2 New Features. Since all cycles analyzed here feature 
intercooling (STIG is the only exception), it is important to 
assess whether—and how much—lower coolant temperatures 
allow increasing the TIT of a given engine. This was accom
plished by defining "critical" values for the ratios Vc!,nz/Vg and 
Vd,ir/Vg between the volumetric cooling flow of the turbine 
nozzle (yci,m) or of the first rotor (Vd.i,) and the volumetric gas 
flow at the nozzle exit (Vg, see section 3). Both ratios are now 
calculated at each iteration, based on the coolant mass flow rate 
and the density at the conditions of injection of the step placed 

Nomenclature 

h = heat transfer coefficient, W/m2K 
/ = enthalpy, J/kg 
k = mass transfer coefficient, kg/m2s 

kbw = blade wall thermal conductivity, 
W/mK 

rh = mass flow, kg/s 
p = pressure, Pa 
P = electric power output, W 
S = heat transfer surface, m2 

t = blade wall thickness, m 
T = temperature, K or "C 
x = molal fraction 

V = volumetric flow, m3/s 
Y = absolute humidity, kgwaler/kg 
(3 = overall cycle pressure ratio 

PLPC = low pressure compressor pressure 
ratio 

A 4 = stage isentropic enthalpy drop, J/ 
kg 

\ = vaporization heat, J/kg 

77 = net electric LHV efficiency 
r)p = polytropic efficiency 
<p = relative humidity 

Subscripts and Superscripts 
a = air 

chrg = chargeable, i.e., for all turbine 
blade rows except first nozzle 

cl = turbine coolant 
ex = exit 
g = main gas flow 
i = liquid-gas interface in the 

saturator 
in = inlet 
nz = first nozzle of gas turbine 

opt = optimum 
w = water 
\r = first rotor of gas turbine 

' = referred to dry air 
* = referred to saturated air mixtures 

Acronyms 

ICC = 

ICR = 

CC = 
HAT = 

HP, IP, LP = 

HRSG = 

ISTIG = 
LHV = 
LPC = 
RWI = 

ST = 
STIG = 

TIT = 

TOT = 

intercooled combined 
cycle 
unmixed intercooled 
recuperated cycle 
combined cycle 
humid air turbine cycle 
high, intermediate, low 
pressure 
heat recovery steam 
generator 
intercooled steam injected 
cycle 
fuel lower heating value 
low-pressure compressor 
recuperated water injected 
cycle 
steam turbine 
steam injected cycle 
first rotor total inlet 
temperature 
turbine outlet temperature 
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Table 1 Performances of "reference" state-of-the-art aeroderivatlve 
and heavy-duty engines (ISO conditions), as predicted by the calculation 
method used in the paper 

Engine Type Aero- Heavy-
derivative duty 

TIT °C 1250 1280 

0 30 15 
ma kg/s 125 600 
tj % 39.9 35.8 
W kJ/kga 327.2 373.1 
P MW 40.9 223.9 
TOT °C 450.7 595.8 

halfway up the cascade2; if their "critical" values are exceeded 
it means that, for the stipulated technology, turbine cooling is 
unfeasible (see section 3.1 for further comments). 

Beside this addition, two adjustments were introduced to rep
resent more closely the situation encountered in actual engines: 

1 Rather than being a fixed input datum, the blade wall 
Biot number Bi = hg- tbJkbw is now calculated on the basis of 
the blade material thermal conductivity kbw assigned in input, 
the calculated gas-side heat transfer coefficient hg, and the blade 
wall thickness tbw, which is a constant fraction of the blade 
chord (2.5 percent). This allows suitable variations of blade 
wall thermal resistance due to different operating conditions (hg 

increases with (3) or size (in aeroderivatives the blade chord 
and thus tbw are smaller). 

2 The polytropic expansion efficiency of the cooled and 
uncooled turbine sections can be different. This allows account
ing for the poorer performance of the cooled section (larger 
trailing edge thickness and flow disturbances due to coolant 
ejection). 

2.3 State-of-the-Art Performances. Detailed informa
tion on the characteristics and the operating parameters of com
mercial gas turbines (turbomachinery efficiencies, metal tem
peratures, cooling flows, etc.) are considered strictly proprietary 
by all gas turbine manufacturers. Thus, several of the parameters 
needed to run the calculation model are not known, but can 
only be estimated based on experience, theoretical analyses, 
pieces of information collected from manufacturers or in the 
literature. Despite this handicap, Consonni and Macchi (1988) 
and Consonni (1992) have shown that a proper scrutiny of the 
data publicly available (power output, efficiency, TOT, etc.) 
allows calibrating the most crucial model parameters (turboma
chinery efficiencies and parameters describing the cooling tech
nology) to reproduce satisfactorily the engines belonging to the 
same technological "generation." 

The input data used for the calculations performed here (see 
next paragraph) produce performances in good agreement with 
those of the latest, most advanced engines. Table 1 shows the 
performance predicted for the two "reference" engines with 
operating conditions (TIT, (5, ma) representative of state-of-the-
art large-size aeroderivatives and heavy-duties recently intro
duced by major world manufacturers. 

2.4 Basic Assumptions. The assumptions adopted to ob
tain all results obtained here are summarized in Table 2. Most 
values equal the ones adopted in previous analyses (Macchi et 
al., 1991; Chiesa et al., 1993). The higher value assumed here 

2 Along the step-by-step expansion, the conditions of the spent coolant injected 
into the mainstream vary continuously, thus preventing us from defining an actual 
volumetric flow for the whole cascade. By referring to the density at the step 
located halfway along the cascade, the definition used here gives a value of Vc, 
corresponding to "average" (for the cascade) injection conditions. 

for the film cooling parameter (rfc) of aeroderivatives is meant 
to account for improvements in film cooling technology incor
porated in latest engines; for heavy-duties, film cooling is sup
posed to be used only in the first nozzle. The cooling technology 
parameters Z and rfc have been held constant throughout all 
calculations: Therefore, the results shown here are meant to 
represent the potential of current technology, even when the 
assumed TIT is above the state-of-the-art 1250-1280°C range. 
Pressure drops and temperature differences of unconventional 
components like the saturator, the recuperator, or the aftercooler 
conform to the assumptions of Day and Rao (1992), which in 
turn are based on calculations for reasonably sized piping and 
equipment as quoted by vendors (Day, 1994). 

Table 2 Assumptions adopted for the calculations presented in the pa
per. The size parameter SP used to evaluate turbomachinery efficiencies 
is defined as V V A / S 2 6 . 

Com
pressors 

Aiig=27 kJ/kg for all stages. Leakage 0.8% 
of inlet rh, at HP exit 

Com
pressors 

'?P=V«"11-0-O7108 ' l o«lo2( sp)] fo r s p < li 
t, =»j for SPS1; r, : 0.905 (AD), 
0.895T(HD) 

Com
pressors 

Inlet Ap (filter) = lkPa 

Com-
bustors 

Ap/p=3%, heat losses=0.4 %-mf-LHV Com-
bustors 

Fuel compressor: isothermal with ij =0.55, 
followed by fuel preheat (except CC, ICR) 

Turbines AiiB: 300 kJ/kg (cooled stages) and 100 kJ/kg 
(uncooled stages) 

Turbines 

» )p=v» , l l - 0 - 0 2 6 8 8 , l o s io 2 ( s p ) ] f o r s p < v > 
i»p=Vo. f o r S P S 1 ; ''P.""1 °-8 9 ( c o o l e d 

stages) and 0.925 (uncooled stages); 
tj. m=0.95; diffuser recovery =50% of exit 
kinetic head 

Turbines 

Cooling parameters: Z=100, rfc=0.4 (AD) 
or 0.25 (HD). Maximum blade temperature: 
830°C (1st nozzle), 800°C (cooled turbine) 

Water-air 
heat ex
changers 

Air-side Ap/p = l%, minimum AT = 10°C for 
surface HE; for evaporative intercoolers exit 
<p=90% 

Recup
erators 

Ap/p=2% (both sides), minimum AT=25°C 
Heat losses 0.7% of the heat transferred 

Saturators Air-side Ap/p=0.7% 

HRSG 
and steam 
cycle 

Approach AT=25°C, Pinch point AT=10°C HRSG 
and steam 
cycle Gas side Ap 3 kPa, Ap/p superheaters 8%, 

economizers 10%, heat losses 0.7% 

HRSG 
and steam 
cycle 

Steam turbine: ij=0.7 (includes el./mech. 
losses) for ISTIG; for CC see Lozza (1990) 

Pumps i)=0.65 (includes el./mech. losses) 

Other Ambient air (yj=60%) and water: T = 15°C, 
p = 101325 Pa; Fuel: methane at T = 15°C, 
p=4 MPa, LHV=50.01 MJ/kg 

Other 

Electric generators: see Lozza, 1990; 
Organic losses 0.03 % of turbomachine work 
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3 Turbine Inlet Temperature: Tradeoffs and Limits 
TITs adopted in commercial engines presumably represent 

the best compromise among a number of requirements and con
straints: high efficiency, low cost, high reliability, long life, 
blade heat transfer and temperature distribution, coolant temper
ature, available coolant-side pressure drop, etc. If any of the 
"boundary conditions" affecting this best compromise is 
changed, the optimum TIT will also change. For a given engine, 
the prediction of this change can be effectively performed only 
by the manufacturer, who can master all technical and economic 
details of his machines. 

General-purpose thermodynamic analyses must rely on a sim
pler approach: Given the intricacies of cost assessment and the 
need for criteria with the widest applicability, it is appropriate 
to evaluate TIT tradeoffs within the realm of thermo-fluid-dy-
namics. Then, given the cooling technology, the pressure ratio 
and the cycle configuration, the constraints to be considered are 
related to: 

• Thermodynamic optimization. In general, there will be an 
optimum TIT that maximizes efficiency; for TIT > TITopt 

the penalties due to larger cooling flows more than offset 
the advantages of better cycle thermodynamics (Chiesa 
etal., 1993). 

• Fluid dynamics. Since the coolant cross section is limited 
by the size (and shape) of the blade and of the channels 
driving the coolant to the turbine, there will be a limit on 
the flow rate that can be forced through the coolant circuit. 
In general, larger cooling flows can be obtained by in
creasing the bleed pressure; however, this ((') definitely 
hurts efficiency and (»') may not be possible without add
ing a compressor for the coolant. 

• Emissions. The abatement of NO* emissions calls for ade
quate amounts of dilution or secondary air in the combus-
tor hot section. Consequently, the flow available for tur
bine cooling is much smaller than the one left after stoi
chiometric combustion. 

Since the prediction of NO* formation is much beyond the scope 
of this work, we've neglected the third issue, thus implicitly 
assuming that all configurations discussed in the paper are not 
emission constrained. This simplifying assumption has been 
mitigated by introducing a ceiling of 1500°C on TIT (corre
sponding to combustor outlet temperatures below 1600°C); this 
limit should insure that problems like the exponential increase 
of thermal NO* with temperature, combustor cooling, corrosion, 
fatigue, or thermal stress can actually be solved within the realm 
of current technology. 

Whether emission control technology can really compensate 
for the changes in operating parameters stipulated here will 
have to be verified, although two notable circumstances give 
credit to our simplifying assumption: (i) the dramatic improve
ments recently achieved by dry-low-NO, technology; (»') the 
favorable situation of mixed cycles, where the lower adiabatic 
flame temperature resulting from the high moisture content in 
the oxidizer allows achieving low-NO* emissions even with 
diffusion burners and fuel preheat. 

3.1 Setting the Turbine Inlet Temperature. Based on 
the criteria set forth above, the gains achievable by increasing 
TIT without changing the cooling technology have been investi
gated by raising TIT until: 

• efficiency reaches a maximum, or 
• cooling flows reach the maximum value allowed by the 

cooling circuit characteristics and operating conditions, 
or 

• TIT reaches the ceiling of 1500°C. 

The maximum cooling flow allowed by the cooling circuit de
pends on a number of factors: available pressure drop, Mach 

Table 3 Cooling flows calculated for the "reference" engines represen
tative of state-of-the-art aeroderivative and heavy-duty technology. It is 
assumed that, for each engine type, the volumetric flow ratios Vcij,z/Vg 

and Vci:1r/Vg can be increased only by improving the cooling technology. 

Engine Type Aero
derivative 

Heavy-
duty 

™cl,nz/lna> % 
mchrg/ina> % 

7.06 
10.01 
3.33 
2.75 

6.28 
6.23 
2.46 
2.37 

number inside blade cooling channels, Mach number of spent 
coolant ejected from film cooling holes, etc. In this work we 
have assumed that: 

(a) The "critical" condition corresponding to the maxi
mum flow allowable through the coolant circuit is iden
tified by a limiting value of the ratio VJVS between 
the spent coolant volume flow rate and the volumetric 
flow at the first nozzle exit. 

(b) The limiting value of VJVg for both the nozzle and the 
first rotor is the one calculated for the two reference 
state-of-the-art engines of Table 1. These "critical" 
values are listed in Table 3. 

The choice of the volumetric rather than the mass flow ratio is 
closer to the physical basis of the problem, because the quoted 
limits on pressure drops, Mach numbers, and flow cross section 
are mainly related to the coolant volume flow. 

It is worth noting that, by defining state-of-the-art simple 
cycle engines as "critical," assumption (b) implies that their 
TIT can be increased only by ( 0 improving the cooling technol
ogy, (»') improving materials, or (Hi) reducing the coolant tem
perature. The first two options have been analyzed in a previous 
paper (Chiesa et al., 1993); in this paper we discuss the poten
tial of the last option. 

4 Intercooling in Simple and Combined Cycles 

Thermodynamic textbooks show that for an ideal Brayton 
cycle intercooling increases specific work but definitely impairs 
efficiency. However, this situation changes substantially for real 
cycles, not only because there is a positive influence of in
tercooling on the efficiency penalties due to fluid-dynamic 
losses in turbomachines, but especially due to the presence of 
relevant coolant flows. In this case, intercooling brings about 
lower coolant temperatures, which in turn allow reducing the 
coolant flow required to keep the blades below a given tempera
ture. Since cooling flows constitute a source of relevant effi
ciency penalties (coolant throttling, heat transfer, mixing, etc., 
see Consonni, 1992), their reduction is definitely beneficial. 
Therefore, for a heavily cooled gas turbine the overall impact 
of intercooling on efficiency can be highly positive, especially 
when considering the possibility to take advantage of lower 
coolant temperatures to increase TIT, rather than to decrease 
cooling flows. 

4.1 Intercooling in Modified Modern Aero-engines. 
Let us discuss the effects of intercooling by referring to a cycle 
with P = 46, approximately corresponding to the intercooled 
version of current aeroderivatives under study by some manu
facturers (Stambler, 1993). Gas turbine power output has been 
evaluated by assuming that the flow cross section at the nozzle 
exit is the same as the "reference" aero-engine reported in 
Table 1 (TIT = 1250°C, /? = 30) and operates in chocked 
conditions. Consequently, the predictions discussed in this chap
ter approximately represent what could be achieved by imple
menting intercooling to actual commercial engines without 
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modifying the hot section of the turbine.3 Besides the simple 
cycle, let's also consider the performances of a combined cycle 
where ((') the heat available in the exhaust gases is recovered 
in a three-pressure-level bottoming cycle condensing at 32.9°C 
(0.05 bar); (ii) the heat discharged by the intercooler and/or 
the aftercooler above 100°C (heat below 100°C is wasted to 
ambient) is used to produce power at 50 percent second-law 
efficiency, i.e., producing half the power of a reversible cycle 
driven by the intercooler heat and discharging heat to ambient. 
The work output resulting from the latter hypothesis may be 
produced by a separate heat recovery cycle (e.g., an organic 
Rankine cycle) or, more plausibly, by "recycling" the heat to 
other parts of the cycle by preheating the fuel, preheating the 
make-up water, or generating LP steam. 

The situation is depicted in the diagrams of efficiency, power, 
and cooling flows reported in Fig. 1, which shows three types 
of curve: 

• "allowed" conditions (continuous lines), for which the 
ratio Vci/Vs is below its critical value; 

• "not allowed" conditions (dashed lines), for which such 
ratio is above its critical value, thus representing unfeasi
ble situations; 

• ' 'critical'' conditions (dashed-dotted lines), for which the 
ratio VcilVs at either the nozzle or the first rotor equals 
its upper bound, i.e., the values listed in Table 3. 

With no intercooling (JSLPC = 1) the cycle is unfeasible because 
for P = 46 the coolant temperature is higher than that encoun
tered in the reference engine with (3 = 30, thus requiring a VJ 
Vg well above the critical value. Moving toward higher fixjec 
there is, at first, a beneficial effect on r\, implying that the 
' 'technological'' benefits brought about by lower cooling flows 
overcome the thermodynamic drawbacks. At high /3LPC thermo
dynamics eventually prevails, thus decreasing the cycle effi
ciency. At optimum /3LPC efficiency approaches 45 percent, a 
significant improvement over the reference case. As for power 
output, there is a very large increase even without increasing 
TIT (at 1250°C P = 70-90 MW„ versus =* 40 MW, of the 
base case in Table 1), partly due to the increase of specific work 
and partly due to higher /?, which, for the same turbine nozzle 
area, increases the mass flow and thus power output. The figure 
also shows that: 

• While higher TITs are always beneficial to power output, 
they produce significant efficiency benefits only for com
bined cycles, which can take advantage of higher TOT. 
As a matter of fact, the intercooled gas turbine with no 
heat recovery achieves maximum efficiency at the moder
ate TIT of 1280°C (and /? ~ 80, see Fig. 15 of Part B) . 

• At TIT = 1500°C and optimum /3LPC =* 3.5, the combined 
cycle efficiency reaches values (^=55 percent) fully com
parable with those of large heavy-duty-based systems. 

• The range spanned by efficiency and power output covers 
the performances projected for the intercooled version of 
the GE LM6000, which, as indicated in Stambler (1993), 
should reach a power output of 90 MW with an efficiency 
close to 45-46 percent, going up to 110 MW and 54 
percent in combined cycle. 

• "Not allowed" cooling flow situations occur only at low 
intercooler pressures (/3LPC < 1.8 for TIT = 1250°C, /3LPC 

< 3.4 for TIT = 1500°C), while critical conditions are 
always very close to those giving the highest efficiency. 
Although critical cooling flows are first established in the 
nozzle, they occur almost simultaneously also in the first 
rotor. 

3 In order to accommodate the larger enthalpy drop, the LP section of the 
turbine must be modified by adding one or more stages. More substantial changes 
are required for the compressor: a new LP section ahead of the intercooler and 
an adjustment of the HP cross sections to warrant the desired turbine nozzle area. 

2 3 4 5 6 7 
Intercooling pressure ratio 

Fig. 1 Efficiency and power output of an intercooled unmixed cycle 
based on a modified aero-engine. The upper figure refers to the simple 
cycle, the lower one to the combined cycle. The middle diagram shows 
the ratio between the cooling flows of this case and the ones of the 
"reference" aero-engine quoted in Tables 1 and 3. The air mass flow is 
varied so as to preserve the same turbine nozzle cross section of the 
reference engine. 

• At TIT = 1500°C, the chargeable mass flow is always 
much higher, although not critical, than in the "refer
ence" engine, basically because the number of stages— 
and thus the area—to be cooled is much higher. 

Since critical cooling conditions first occur in the nozzle, we 
investigated the possibility of removing this barrier by 
"aftercooling" the coolant bled at the compressor exit before 
using it in the nozzle, a practice often adopted in heavy-duties; 
similarly to the intercooler heat, the heat made available by 
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aftercooling at T > 100°C was assumed to be converted to 
power with 50 percent second-law efficiency. 

As for intercooling, the outcome of aftercooling depends on 
the tradeoff between lower coolant flow and the related thermo
dynamic penalties: irreversible aftercooler heat recovery and 
larger AT between the coolant and the blade wall. The plant 
scheme now includes a heat exchanger cooling the nozzle cool
ant down to 25°C (as at the intercooler exit), while the coolant 
for the turbine is bled at variable pressure as in the "reference" 
engine. The final temperature of 25°C has been assumed to 
emphasize the influence of coolant aftercooling; in practice 
higher final temperatures may provide slightly better perfor
mance. As shown in Fig. 2, results are very similar to the ones 
with intercooling only, with these minor differences: 

• the lower allowable /3LPc corresponds now to critical cool
ing conditions in the first rotor rather than in the nozzle, 
because aftercooling cuts the nozzle cooling flow by more 
than 50 percent (see diagram of cooling flows); 

• there is a slight increase in power output and a slight 
decrease in efficiency. 

In conclusion, the addition of heat exchangers on the coolant 
flow path does not offer substantial advantages. Intercooling 
appears the most efficient way to limit cooling flows and in
crease TIT without penalizing efficiency, for both simple and 
combined cycles. 

To confirm this statement, we also considered the option of 
simply lowering the coolant temperature of the "reference" 
engine of Table 1 (/? = 30). Since cooling only the nozzle 
coolant would be ineffective (it would simply shift the problem 
to the first rotor) and since it is unrealistic to assume that each 
coolant bleed would have its own heat exchanger, we assumed 
that the entire coolant flow is bled at the compressor exit and 
then cooled. As before, for the combined cycle it is assumed 
that the heat released in the aftercooler above 100°C is recovered 
with 50 percent second-law efficiency. 

Figure 3 shows that the severe throttling losses incurred by 
the chargeable flow override the gain brought about by lower 
coolant flows. Despite the approximate 50 percent reduction of 
cooling flows, at TIT = 1250°C the efficiency of both the simple 
and the combined cycle is more than 1 percentage point lower 
than that attainable with the reference engine. At TIT = 1500°C 
the simple cycle suffers dramatic penalties due to large cooling 
flows, and thus large throttling losses; the combined cycle 
makes up for such losses with heat recovery, although efficiency 
never goes above the one achieved with the reference engine. 
The only benefit of higher TIT is therefore a substantial increase 
of power output. It is worth mentioning that these results are 
particularly unfavorable because the reference engine of Table 
1 makes best use of the coolant by bleeding it at many points 
along the compressor; if the configuration considered for Fig. 
3 were compared with a reference engine with only 2 or 3 
coolant bleeds, the outlook of aftercooling would be somewhat 
less grim. In any case, the relevance of throttling losses unques
tionably hinders the idea of using high-pressure, low-tempera
ture coolant for the turbine section downstream of the nozzle. 

The results discussed in this chapter can be summarized by 
saying that, for a given cooling technology, intercooling is defi
nitely the most convenient practice to raise the performance of 
aeroderived engines. 

Aftercooling is generally detrimental, except when applied 
solely to the nozzle coolant (as in Fig. 2). The effect of 
aftercooling the nozzle coolant depends on how efficiently the 
aftercooler heat is recovered: In the more complex cycles inves
tigated in Part B (RWI and HAT), the heat recovery mechanism 
is efficient enough to produce small performance gains when 
bleeding the nozzle coolant at the lower available temperature 
of the HP air circuit. However, since the gain is always very 
small, all cases considered hereafter do not include aftercooling 
of nozzle coolant; whenever possible they simply take advan-

Intercooling pressure ratio 

Fig. 2 Efficiency and power output of an intercooled unmixed cycle 
based on a modified aero-engine with aftercooling of the first nozzle 
coolant. The upper figure refers to the simple cycle, the lower one to the 
combined cycle. The middle diagram shows the ratio between the cool
ing flows of this case and the ones of the reference aero-engine quoted 
in Tables 1 and 3. 

tage of the enhanced cooling capabilities of air/vapor mixtures 
by bleeding the coolant downstream water or steam injection. 

4.2 Intercooling in Combined Cycles With Heavy-Duty 
Gas Turbines. The question may arise whether intercooling 
and the related TIT enhancements can also improve the effi
ciency of combined cycles based on large heavy-duties. This 
case is inherently different from that of aero-engines, which 
are characterized by high pressure ratios and poor steam cycle 
efficiencies (due to small size). In contrast to aero-engines, in 
heavy-duties intercooling faces several unfavorable circum-
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100 200 300 400 
Aftercooler AT, °C 

Fig. 3 Efficiency of simple and combined cycles with external cooling 
of the air for turbine cooling, as a function of the coolant temperature 
drop. The entire cooling flow is extracted at the discharge of the HP 
compressor. Numbers on top of markers represent the cycle power out
put [MW]. 

stances: (i) Lower /3 produce lower initial coolant temperature 
and thus higher AT between the coolant and the blade (^480°C 
versus =^260°C for aeroderivatives); the relative increase of 
this AT brought about by intercooling is much smaller, and so 
are the benefits; (»') at the low j3 of heavy-duties the increase 
of combustion irreversibilities caused by intercooling (in the 
combustor dilution air is heated under larger AT) is more se
vere; (Hi) specific work augmentation is small, because at low 
P compression work is a much smaller fraction of net work; 
for combined cycles based on the reference engines in Table 1 
the ratio between compression work and net work is ^66 per
cent for the heavy-duty, versus —128 percent for the aero-
derivative. 

Let us discuss these issues by considering the results of calcu
lations performed for the "reference" heavy-duty machine of 
Table 1. The bottoming steam cycle is a three-pressure reheat 
cycle, condensing at 0.05 bar with a maximum steam tempera
ture of 565°C; the maximum pressure has been optimized in 
the range 100-300 bar (the optimum value depends on the gas 
turbine outlet temperature; see Lozza, 1993). The intercooling 
pressure ratio /3Lpc has been set to the minimum value that 
meets the volumetric flow ratios of Table 3, with the constraint 
/3LPC a= 2. As usual, intercooling heat above 100°C is recovered 
with 50 percent second-law efficiency. The results summarized 
in Fig. 4 show that: 

• The nonintercooled cycle efficiency of 55.8 percent ade
quately portrays the performance of large plants based 
on latest gas turbine and steam cycle technology. 5 4 -
55 percent CC efficiencies are now quoted by several 
manufacturers (e.g., Tomlinson et al., 1993) and have 

been measured on an ABB plant based on an older genera
tion gas turbine (Werner et al., 1993). 

• At constant TIT = 1280°C and /3 = 15, intercooling at 
the minimum allowed /3Lpc = 2 decreases efficiency by 
about 0.7 percentage points. Such a gap can be eliminated 
by increasing TIT to about 1350°C. 

• Higher TITs give marginal efficiency gains, mostly be
cause they require higher /?LPC (e.g., 2.8 at TIT = 1500°C) 
to lower the coolant temperature and thus meet the limit 
on Vdl Vg: This overcomes the benefits of higher TIT even 
when recovering the intercooler heat (continuous line). 

• At pressure ratios much higher than usually adopted in 
heavy-duties (the figure shows ft = 30) the outcome is 
worse, because the higher /?LPC required to meet the limits 
on Vc, amplify the negative effect on the cycle thermody
namics—even with intercooling heat recovery. This 
means that the handicap ensuing from nonoptimal (5 (for 
current combined cycle technology /3opt = 1 5 ) cannot be 
fully neutralized even by TIT = 1500°C.4 

The only benefit of intercooling is therefore an augmentation 
of power output: For the same inlet air flow of 600 kg/s, the 
intercooled cycles with TIT = 1500°C provide an electric power 
of about 480 MW, versus 350 MW of the reference case. 

5 Steam-Injected Cycles 

Injecting the steam generated in the Heat Recovery Steam 
Generator into the gas turbine rather than using it in a closed-
loop bottoming cycle is a well-established practice. The cycle 
has been extensively discussed in the technical literature since 
its appearance (Cheng, 1978) and still recently (Rice, 1993, 
1995). Fully steam injected (STIG) versions of few gas turbine 
engines (slight modifications to turbine bladings may be re
quired to accommodate larger flow rates) have been commer-

4 Given the superiority of cycles with moderate pressure ratios, one might think 
of improving the performance of aero-engine-based combined cycles simply by 
reducing the pressure ratio. Although this would increase the combined cycle 
efficiency, it would also dramatically decrease power output due to much lower 
air mass flow. The consequent strong increase of specific costs makes this proposi
tion highly unrealistic. 
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Fig. 4 Influence of intercooling on the efficiency of combined cycles 
based on heavy-duty gas turbines with p = 15 and fi = 30. Dashed 
lines refer to cases where the intercooling heat is wasted to ambient; 
continuous lines refer to cases where the fraction of intercooling heat 
available at 7" > 100°C is converted to power with 50 percent second-
law efficiency. 
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daily available for several years (Oganowski, 1987). Rather 
than high electrical efficiency alone, the rationale behind this 
scheme is based on considerations like operational flexibility 
in cogeneration applications, investment cost (lower than for 
combined cycles), effective NO* abatement due to massive 
steam injection into the combustor, etc. As an example of the 
tradeoffs involved, let's mention the most efficient commercial 
STIG package based on the large aeroderivative GE LM5000, 
which features a power output of 49.6 MW, with a net electric 
efficiency of 43.8 percent (Anon., 1993b); the combined cycle 
version of the same engine exhibits an 8 percent lower power 
output (45.9 MW) and much higher investment cost, but 
achieves an efficiency of 49 percent. 

Efficiencies and power output of steam injected cycles can 
be enhanced by a more radical redesign of the engine. General 
Electric has been proposing the intercooled LM8000 ISTIG 
version for several years (Horner, 1989), but the project never 
reached the commercial phase. 

5.1 Plant Arrangement. Figure 5 depicts the plant ar
rangement considered for steam injected cycles where intercool-
ing is carried out by a surface heat exchanger. In most cases 
makeup water and fuel preheat in the intercooler do not improve 
overall heat recovery, because the same heat can be transferred 
to water and the fuel in the HRSG by reducing the exhaust gas 
temperature (except for extremely high steam injection rates). 
However, makeup preheat in the intercooler allows some sav
ings in the heat transfer devices of the whole plant: (i) Water 
heaters are removed from the HRSG; (ii) only part of the in-
tercooling heat is rejected to ambient, therefore reducing the 
size and cost of cooling towers (or air coolers), as well as 
their consumptions (power, water). Additionally, fresh makeup 
water may help in achieving the lowest possible compressed 
air temperature. 

The arrangement assumed for the calculation of cycles with 
intercooling by direct-contact evaporative heat exchangers is 
almost the same: The only difference is a water-air mixer that 
substitutes the surface intercooler, with no makeup water and 
fuel preheat ahead of the HRSG. 

The rather sophisticated HRSG arrangement shown in the 
figure gives the highest efficiencies: 

• three-pressure-level steam generation for injection of HP 
steam into the combustor and IP and LP steam into the 
gas turbine accomplishes thorough heat recovery (even if 
it entails the highest water consumption); 

• at each pressure, maximum superheating is accomplished 
by parallel heat transfer banks: This is beneficial to effi
ciency, minimizing the temperature gap between steam 
and gas; 

• whenever possible, a steam turbine (ST) expands steam 
between the highest drum pressure and the injection pres
sure (after the expansion steam is reheated before being 
injected). This allows full optimization of all steam gener
ation pressures, thus reducing HRSG heat transfer irre
versibilities. 

Turbine cooling flows (dotted lines in the figure) are bled 
from the compressor as in a simple cycle, while the flow for 
nozzle cooling is bled after HP steam injection to take advantage 
of the increased moisture content.5 

As for other mixed cycle configurations considered in Part 
B, the scheme of Fig. 5 includes full fuel preheat up to the 

5 Due to its higher heat capacity and superior heat transfer properties, steam is 
a more effective coolant than air. The implications of steam cooling in nonin-
tercooled cycles have been discussed by Chiesa et al. (1992): For a STIG cycle 
with TIT = 1250°C the use of saturated steam for cooling would boost specific 
work by 12 percent, while efficiency would increase by only 0.1 percentage 
points. Due to the complications brought about by steam cooling (steam bleedings 
from HRSG drums to the turbine, more complex startup and operation, erosion/ 
corrosion problems, etc.) such a possibility will not be considered here. 

HRSG 

Fig. 5 Conceptual plant scheme of intercooled steam injected cycles 
with surface intercooler (the HRSG banks are: "e" economizers, "sh" 
superheaters, "d" deaerator) 

temperature made possible by the gas turbine discharge condi
tions. Fuel preheat is always beneficial to efficiency, because it 
substantially reduces combustion irreversibilities without sig
nificant drawbacks on other processes (heat transfer entails mi
nor irreversibilities, while the small decrease of steam produc
tion yields only marginal reductions of specific work): For the 
configurations considered in the paper it generally gives a 1 
percentage point efficiency increase. Despite this appealing ben
efit, emission concerns would presumably prevent from adopt
ing fuel preheat in simple and combined cycles, as well as in 
ICRs, because without steam or water injection the achievement 
of low-NO* emissions most likely requires premixed burners; 
to avoid preignition, such burners would be fed with fuel at 
ambient temperature. For these reasons, we have considered 
fuel preheat only for mixed cycles. 

5.2 Variables to Be Optimized. The cycle parameters to 
be optimized are (/) overall pressure ratio, (ii) intercooling 
pressure, and (Hi) steam evaporation pressures. On the contrary, 
steam injection rates are determined by the HRSG energy bal
ance and the imposed pinch-point ATs. 

Let us first discuss the influence on efficiency of the intercool
ing pressure. Figure 6 depicts the situation for the two options of 
mixing and surface intercooling. Calculations were performed at 
fixed /3 and optimized steam pressures: 39.3/13.2/4.3 bar at 
TIT = 1250°C, 0 = 30; 58.9/15.9/5.6 bar at TIT = 1500°C, 
/3 = 45; both cases do not require the HP steam turbine. With 
surface intercooling and TIT = 1250°C the highest efficiency 
is reached for very low LPC pressure ratios (about 2). For 
/?LPC above optimum, the efficiency benefits brought about by 
intercooling are offset by the higher losses in the combustor 
(lower inlet temperature) and in the intercooler (heat dis
charge). Compared to the simple STIG cycle intercooling im
proves efficiency by about one percentage point. The gain 
reaches 3 percentage points only by taking full advantage of 
lower coolant temperatures to increase TIT up to 1500°C. In 
this case the optimum /3Lec is about 4, enough to meet the limits 
on Vc, (Table 3) but much lower than the value that minimizes 
compression work. 

5.3 Surface Versus Evaporative Intercoolers. At the 
optimum /3LPC spray intercoolers do not produce any efficiency 
advantage over surface heat exchangers. This is not surprising 
because, although the former do not waste heat to ambient, in 
both cases the heat released by air is transferred to a sink at 
low temperature, with large AT and thus large irreversibilities. 
In spray intercoolers the heat sink is low-pressure water evapo
rating at approximately the intercooler exit temperature (it 
would be the exit temperature if the exit flow were saturated). 
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Fig. 6 Efficiency of ISTIG cycles at p = 30, TIT = 1250°C and (3 = 45, 
TIT = max as a function of j3LPC. Continuous lines refer to intercooling 
by surface heat exchangers; dashed lines refer to spray intercoolers. 
The points with /3LPC = 1 represent the nonintercooled STIG cycle; due 
to the coolant flow limitations discussed in section 3, in this case TIT 
cannot be increased. 
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Fig. 7 Efficiency and specific work of ISTIG cycles with surface in
tercoolers and optimum /3LP0. For p higher than the ones indicated by 
the triangular markers the addition of an HP steam turbine (component 
ST of Fig. 5) has no beneficial effect. 

In surface intercoolers the heat sink is the ambient; notice that 
in this case reducing the intercooler heat transfer irreversibilities 
by increasing the heat transfer area (and thus the water exit 
temperature) doesn't help, because the gain in the intercooler 
would be completely lost by discharging water at higher temper
ature. 

At large /3LPC evaporative intercooling becomes more efficient 
because, while the heat sink of surface intercoolers remains the 
same, the temperature after the spray—and thus the temperature 
of the evaporating water—increases significantly. For example, 
at /flLPc = 6 the temperature at the outlet of the evaporative 
intercooler is 86.8°C: Transferring the heat released by air to 
water evaporating at such temperature is much less irreversible 
than discharging it to ambient at 15°C. 

Even if spray intercoolers suffer lower heat transfer losses 
due to water evaporating above the ambient temperature, there 
are additional losses not present in surface intercooling: (*') 
water/air mixing; (ii) higher compression losses due to higher 
temperatures at the inlet of the HP compressor; (Hi) higher 
stack losses, due to higher exhaust moisture content. At opti
mum /3LPC these additional losses generally produce perfor
mances slightly worse than with surface heat exchangers. For 
these reasons all parametric calculations have been referred to 
surface heat exchangers. 

As for power output, the larger mass flow rate ensuing from 
evaporative intercooling always gives more power per kg of air 
entering the LP compressor. However, if one refers power out
put to the mass flow in the HP compressor (or the turbine), he 
would obtain approximately the same specific work produced 
with surface heat exchangers. This means that for a given size 
of HP turbomachinery evaporative intercooling gives no power 
output increase. 

5.4 Results for Optimized Cycles. The results of the 
overall cycle optimization are summarized in the efficiency-
specific work plane reported in Fig. 7. At TIT = 1250°C and 
30 < /? < 45 efficiency is slightly above 51 percent; at these 
high pressure ratios the HP steam turbine gives no benefits, 
because the optimum HP steam evaporating pressure does not 
exceed the one necessary for injection into the combustor. The 
adoption of higher TITs made possible by intercooling increases 

efficiency by about 2 percentage points, while the corresponding 
optimum pressure ratio increases from about 36 to 45. The 
results of Fig. 7 fully agree with General Electric predictions 
of 52 percent efficiency at TIT = 1371°C and /3 = 34 (Horner, 
1989): For the same cycle parameters our model gives rj = 
52.2 percent. It is interesting to note that the thermodynamic 
"quality" of the two ISTIG cycles optimized for TIT = 1250 
and 1500°C is almost the same (slightly better for the latter): 
The ratios between ISTIG and Carnot efficiencies are 51.167 
81.08 = 63.1 percent at 1250°C and 53.23/83.74 = 63.6 percent 
at 1500°C. 

The operating conditions for the optimized cycle (/3 = 45, 
TIT = 1500°C) are given in Fig. 8: With reference to a simple 
cycle operating at a nearly optimum pressure ratio (/3 = 30) 
and TIT = 1250°C, the increase of specific work (referred to 
the inlet air flow) is as large as 138 percent. Moreover, if we 
stipulate that the flow area of the HP turbine remains unchanged, 
the engine is "supercharged" with an increase of inlet air flow 

Fig. 8 Mass flow, pressure, temperature, and water content at the most 
relevant points of an optimized ISTIG cycle with p = 45 and TIT - 1500C 
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of 31.6 percent: The cumulative result is a net power output 
increase of over 215 percent, which means that a "modified" 
ISTIG version of a 40 MW simple cycle machine would gener
ate a power output of about 128 MW. For constant HP compres
sor exit flow areas (as assumed by Day and Rao, 1992), the 
increase in power output is even larger: about 435 percent, 
giving a power output of 217 MWei. 

Previous calculations (Macchi et al., 1991) demonstrated that 
the introduction of a reheat turbine would further improve the 
ISTIG cycle efficiency by about 3 percentage points, and almost 
double its specific work. 

Conclusions 
The analysis performed in this Part A points out that in

tercooling, coupled with the higher pressure ratios and the 
higher TITs made possible by the lower compressor tempera
ture, can substantially enhance the efficiency and the power 
output of both simple and combined cycles based on current 
aeroderivative engines. On the contrary, intercooling does not 
lead to any efficiency improvement of heavy-duty-based com
bined cycles, although it still gives higher power outputs. 

When the bottoming closed-loop steam cycle is replaced by 
steam injection, the cycle suffers an efficiency loss of 3-4 
percentage points. Part B investigates other mixed cycle con
cepts able to reduce, or even reverse, this efficiency gap. 
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An Assessment of the 
Thermodynamic Performance of 
Mixed Gas-Steam Cycles: 
Part B—Water-Injected 
and HAT Cycles 
Part B of this paper1 focuses on intercooled recuperated cycles where water is injected 
to improve both efficiency and power output. This concept is investigated for two 
basic cycle configurations: a Recuperated Water Injected (RWI) cycle, where water 
is simply injected downstream of the HP compressor, and a Humid Air Turbine (HAT) 
cycle, where air/water mixing is accomplished in a countercurrent heat/mass transfer 
column called ' 'saturator.'' For both configurations we discuss the selection and the 
optimization of the main cycle parameters, and track the variations of efficiency and 
specific work with overall gas turbine pressure ratio and turbine inlet temperature 
(TIT). TIT can vary to take advantage of lower gas turbine coolant temperatures, 
but only within the capabilities of current technology. For HAT cycles we also address 
the modelization of the saturator and the sensitivity to the most crucial characteristics 
of novel components (temperature differences and pressure drops in heat/mass trans
fer equipment). The efficiency penalties associated with each process are evaluated 
by a second-law analysis, which also includes the cycles considered in Part A. For 
any given TIT in the range considered (1250 to 1500°C), the more reversible air/ 
water mixing mechanism realized in the saturator allows HAT cycles to achieve 
efficiencies about 2 percentage points higher than those of RWI cycles: At the TIT 
of 1500"C made possible by intercooling, state-of-the-art aero-engines embodying 
the above-mentioned cycle modifications can reach net electrical efficiencies of about 
57 and 55 percent, respectively. This compares to efficiencies slightly below 56 
percent achievable by combined cycles based upon large-scale heavy-duty machines 
with TIT = 128CPC. 

1 Introduction 

This two-part paper discusses the thermodynamic perfor
mance of gas cycles whereby steam or water is injected into 
the gas turbine working fluid to increase both power output and 
conversion efficiency, with particular emphasis toward large-
scale, baseload stationary power plants built around modern 
aero-engines. Following the analysis of steam-injected cycles in 
Part A, Part B focuses on intercooled recuperated water injected 
cycles. These include the so-called HAT (Humid Air Turbine) 
cycle, probably the most appealing novel gas/steam mixed cycle 
recently proposed in the technical literature (Rao et al., 1991; 
Day and Rao, 1992). As in Part A, the analysis is restricted 
to "premium" fuels (natural gas or clean liquid fuels). The 
calculation method and all the assumptions described in Part A 
have been maintained here. 

2 Recuperated Water Injected Cycles 
Recently, great interest has been paid to the intercooled recu

perated (ICR) cycle selected by the US Navy to reduce the 
annual fuel consumption of its fleet by over 30 percent (Crisalli 
and Parker, 1993). However, this cycle lacks the thermodynamic 

1 Nomenclature is the same as in Part A. 
Contributed by the International Gas Turbine Institute and presented at the 39th 

International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute March 18,1994. Paper No. 94-GT-424. Associate Technical 
Editor: E. M. Greitzer. 

' 'quality'' necessary to reach efficiencies above 50 percent, nor 
can it produce a dramatic power output augmentation of the 
basic engine (Roberts, 1993). These limits can be overcome by 
water injection, which, as pointed out by El Masri (1988), can 
remarkably improve both efficiency and power output of in
tercooled recuperated cycles. 

2.1 Plant Arrangement and Variables to Be Optimized. 
The plant arrangement considered in the paper is shown in 
Fig. 1: As for ISTIG cycles, intercooling can be alternatively 
obtained by an evaporative or a surface heat exchanger. For the 
latter, the opportunity of preheating the makeup water and the 
fuel in the intercooler is subjected to the same considerations 
illustrated in section 5.1 of Part A: Also in this case preheat 
helps in reducing the heat transfer equipment of the plant but 
does not improve efficiency, because the heat recovered in the 
intercooler can be alternatively recovered by cooling the exhaust 
gases to lower temperatures. 

Air exiting the HP compressor is cooled in the evaporative 
direct-contact aftercooler M: The amount of water to be injected 
to achieve maximum efficiency is so large that the outlet relative 
humidity exceeds 100 percent, resulting in an air-water spray. 
Spray droplets are evaporated in the first part of the recuperator 
to produce an air/vapor mixture that is heated and sent to the 
combustor. Besides the recuperator, heat recovery takes place 
in the economizer (ECO), which preheats the water to be in
jected into the aftercooler and, if present, in the evaporative 
intercooler. Fuel preheat is carried out first in the economizer, 
then in the recuperator. 
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Fig. 1 Conceptual plant scheme of intercooled water injected recuper
ated cycles (RWI). The plant can alternatively include intercooling by a 
surface heat exchanger (upper figure) or by a direct-contact spray heat 
exchanger (lower figure). LPC = low pressure compressor; HPC = high-
pressure compressor; IC1, IC2 = intercoolers; M = water/air mixer; Ft = 
recuperator; ECO = economizer; C = combustor; T = turbine. 

The intercooler duty is set by imposing an outlet air tempera
ture of 25°C for the surface, heat exchanger, and an outlet 
relative humidity of 90 percent (to insure that no water droplets 
enter the HP compressor) for the spray intercooler. Under these 
hypotheses, for a given overall pressure ratio 0 there are only 
two variables that must be optimized: (i) the flow rate of water 
injected into the aftercooler and (ii) the intercooling pressure. 

Figure 2 shows the influence of the water injection rate on 
the efficiency of a cycle with TIT = 1250°C and 0 = 30; the 
intercooling pressure ratios 0LPC of 3.3 (surface IC) and 5.7 
(evaporative IC) are those that give maximum efficiency. Zero 
injection represents the ICR cycle: In this case the optimum 
pressure ratio would be 16 (with 0LPC = 4), with efficiencies 
in the neighborhood of 48 percent; the adoption of 0 = 30 
would give a penalty of about 1 percentage point. In the RWI 
cycle efficiency increases with the injection rate due to the 
enhanced heat recovery made possible by lower temperatures 
at the recuperator cold end. For instance, in the case with surface 
IC the temperature of the gas leaving the recuperator drops 
from 294°C of the ICR cycle (0 = 30, 0LK = 5.5) to 161°C of 
the RWI cycle with the optimum injection rate of 10.4 percent. 
At the same time specific work increases from 452 to 589 kJ/ 
kgair as a consequence of the larger turbine mass flow and spe
cific heat produced by water injection. 

It is interesting to notice that maximum efficiency is achieved 
when the minimum AT of 25°C is realized at both ends of the 
recuperator. The heat-temperature diagrams of this optimum 
situation are represented in Fig. 3, which compares the RWI 
cycle with an optimized ICR cycle with 0 = '16. In the ICR 
cycle the AT at the cold end of the recuperator is much larger 
than that at the hot end due to lower air heat capacity (aside 
from lower specific heat, the air flow is significantly lower due 
to cooling flows bypassing the recuperator). 

Even at the low 0 adopted in the ICR cycle exhaust gases 
are discharged at temperatures close to 300°C. In the RWI cycle 
with optimum injection rate the presence of liquid water in the 
air entering the recuperator increases the heat capacity of the 
cold stream and balances the AT at the recuperator ends. Injec
tion rates larger than optimum produce a hot-end AT larger 
than that at the cold end, with lower air preheat and thus lower 
efficiency. The peak of the curves in Fig. 2 results from the 
intersection of two lines: one corresponding to AT = 25°C at 
the hot end (left branch), the other corresponding to AT = 25°C 
at the cold end (right branch). 

The qualitative trend of efficiency versus injection rate is the 
same for both surface and spray intercoolers. However, with spray 
IC, maximum efficiency is reached at higher injection rates (12.15 
versus 10.41 percent) and higher 0LK (5.7 versus 3.3); the injection 
rate in the intercooler (7.14 percent) is such that total water con
sumption is almost twice the one with surface IC. 

Figure 4 shows the influence of the intercooling pressure for 
cycles with 0 = 30. Intercooling increases efficiency for two 
main reasons: lower compressor work and lower cooling air 
flow. Unlike ISTIG the cycle is recuperated, and therefore the 
thermodynamic drawback of intercooling (lower air temperature 
at the combustor inlet) is negligible. Due to the limitations on 
coolant flow (section 3.1 of Part A), the maximum TIT of 
1500°C can be achieved only for 0LPC s= 2.8 for surface IC and 
0wc s 4 for spray IC (where the HP compressor and thus the 
turbine coolant are at higher temperatures). As in ISTIGs, the 
maximum efficiency of systems with surface IC is achieved at 
rather low 0Lrc, due to the importance of limiting the intercooler 
heat transfer irreversibilities. With evaporative IC, the very sim
ilar process accomplished in the intercooler and the aftercooler 
makes the efficiency curve very flat over a wide range of 0LPC. 
At low 0LPC (consider for instance 0LPC = 3) surface intercooling 
is more efficient because air is cooled down to a lower tempera
ture (25°C versus 63.1CC), thus reducing HP compression work 
(-12 percent) and the coolant temperature; these advantages, 
together with the reduction of exhaust losses (see discussion at 
section 5.3 of Part A), overcome the larger heat transfer losses 
in the intercooler. At higher TIT surface IC is even better be-
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Fig. 2 Influence of the amount of water injected In the aftercooler (M 
of Fig. 1) on the efficiency of a RWI cycle at TIT = 1250°C, p = 30, and 
optimum /3LPC. The water injection rate is referred to the air flow at the 
LP compressor inlet. In the scheme with evaporative IC an additional 
7.14 percent of the air flow is injected in the intercooler. 
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cause for phK = 3 it allows a TIT of 1500°C, while spray IC 
allows at most TIT = 1395°C. 

2.2 Results for Optimized Cycles. Figure 5 shows the per
formances of fully optimized RWI cycles at various pressure ratios. 
At TIT = 1250°C efficiency peaks at the rather low pressure ratio 
of 21, but remains very close to its maximum over a wide range 
of P (for 15 < j3 < 33 efficiency varies by less than 0.5 percentage 
points); instead, the increase of specific work with /3 is substantial. 
Due to the reasons outlined above, surface IC gives a slight effi
ciency advantage (0.2-0.4 percentage points). Evaporative IC 
gives higher specific work; however, as pointed out in section 5.3 

of Part A, such increase is obtained by increasing the flow through 
the HP compressor and the turbine, so that specific work, being 
referred to the inlet air flow, loses part of its significance as ' 'power 
for a given hardware." 

When taking advantage of the lower coolant temperature to 
increase TIT (up to the limits discussed in Part A) j3opt raises 
from 21 to about 33, the maximum efficiency achievable with 
surface IC raises from 52.9 to over 55 percent, and specific 
work increases by 35 percent. In this case efficiency is substan
tially more sensitive to /?. 

Figure 6 reports the operating parameters of the optimized 
cycle with surface IC, /3 = 33, and TIT = 1500°C. Specific 
work and water consumption are quite similar to the optimized 

4 6 

LPC pressure ratio 

Fig. 4 Efficiency of RWI cycles at B = 30 as a function of the LP com
pressor pressure ratio. The numbers on top of the points at maximum 
efficiency indicate the water injected in the aftercooler as a fraction of 
the air entering the LP compressor. The portion of the two upper curves 
with TIT < 1500°C is characterized by "crit ical" turbine cooling condi
tions. 

400 500 600 700 800 900 1000 
Specific work, kJ/kg „ , 

Fig. 5 Efficiency and specific work of RWI cycles with optimum BLPC 
and water injection rate, for surface and evaporative intercooiers. For 
the upper curves, the low coolant temperature allows reaching TIT = 
1500°C for all B represented in the figure. 
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Fig. 6 Temperature, pressure, mass flow (referred to the LPC inlet flow), 
and water content at the most relevant points of an optimized RWI cycle 
with surface intercooling, p = 33 and TIT = 1S00°C. Differently from 
Fig. 1, the scheme does not include the economizer, since the water 
temperature rise would be negligible in the present cycle conditions. 

ISTIG case depicted in Fig. 8 of Part A, while an efficiency 
gain of almost two percentage points is achieved. 

Compared to predictions previously published in Macchi et 
al. (1991), obtained at a constant TIT of 1250°C, the present 
estimates are more appealing: Efficiency is higher by about 2 
percentage points for RWIs at the same TIT (while for ISTIGs 
the results of the quoted previous paper are basically confirmed). 
This is mainly due to less conservative hypotheses on the heat 
transfer equipment (minimum AT, pressure loss) and to the 
adoption of surface intercooler and of fuel heating. 

3 HAT Cycles 
Since the first proposal of the HAT cycle advanced by Rao 

(1989), several authors have carried out general studies aiming 
at finding the optimum plant configuration and operating param
eters of this innovative and rather complex cycle. As summa
rized in Table 1, operating conditions and predictions reported 
by various authors cover a rather wide range. Although there 
is a consensus on the superiority of HAT over combined cycles, 
performance projections are somewhat controversial: Predicted 
HAT efficiencies vary between 53.5 and 57.4 percent, while 

Table 1 Performances of gas-fired HAT cycles reported in the literature. 
Day and Rao (1992) refer to an advanced aeroderivative gas turbine (P& 
W FT4000) adapted to HAT conditions. Rao (1991) considers two cases 
(second and third column) respectively based on ABB and GE gas tur
bines with unspecified characteristics. Lindgren et al. (1992) refer to a 
heavy-duty 100 MW class gas turbine. All the plant schemes are very 
similar to the one in Fig. 7 (lower part). Stecco et al. (1993) do not consider 
a specific unit and include a heat exchanger lowering the temperature 
of water exiting the saturator. 

Authors Day and 
Rao 

(1992) 

Rao 
etal. 

(1991) 

Rao 
etal. 
(1991) 

Lindgren 
etal. 
(1992) 

Stecco 
etal. 
(1993) 

LHV efficiency, % 55.8 57.4 53.5 55.3 54.0 

Specific work, kJ/kg, 735 718 638 503 370 

TIT, °C 1320 n.d. n.d. 1163 1000 

Pressure ratio (3 40.2 24.3 23.3 12.5 9 

Reference combined 
cycle efficiency, % 

52.9 53.4 49.5 54.4 -

RWI cycle 

HAT cycle 

Fig. 7 Simplified plant scheme of the HAT cycle, showing the similarities 
with the RWI cycle 

the efficiency gain over combined cycles based on comparable 
technology ranges between 0.9 and 4 percentage points. 

The parametric analysis developed in the following section 
aims at (i) identifying the best plant arrangement and («) pre
dicting the influence of the operating parameters and the techno
logical scenario on plant performance. 

3.1 Improvements of HAT Cycles Versus RWI Cycles. 
The HAT cycle shares several features already present in the 
RWI cycle discussed in the previous section: 

1 Both are intercooled, recuperated gas turbine cycles, 
whereby water injection is used to improve efficiency and 
specific power; 

2 in both cases, the exhaust gases leaving the recuperator enter 
an economizer, where they are further cooled by transferring 
heat to the water to be injected; 

3 air coming out of the HP compressor is aftercooled. 

The two basic plant schemes shown in Fig. 7 point out analo
gies and differences between the two concepts. In the HAT 
cycle the water loop is by far more complex: It includes heat 
recovery from three sources (intercooler, aftercooler, and econo
mizer) and a specific device (the saturator) for air/water mixing. 
Air aftercooling and air/water mixing are accomplished in the 
RWI cycle by a single, highly irreversible process, i.e., by in
jecting hot water into a relatively high-temperature air stream: 
Evaporation takes place at a temperature much lower than those 
of the two streams being mixed, thus generating a significant 
efficiency loss (for the optimized RWI cycle considered in sec
tion 2, about 2 percentage points). 

The basic idea behind the HAT cycle is to reduce this loss by 
separating aftercooling from water injection: First, air exiting the 
HP compressor is cooled by means of surface heat exchangers; 
then hot water produced in various heat recovery processes is 
injected into air much more reversibly. This is accomplished in 
a counterflow heat/mass transfer column (the saturator), which 
gradually heats and humidifies the air stream. One further advan
tage of HAT versus RWI cycles is the capability of recovering a 
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significant (yet the most valuable) fraction of the heat released in 
the intercooler and by the low temperature exhaust gases. In the 
RWI cycle the heat made available by these sources is more than 
enough for heating the optimum water injection flow; thus, the 
extra heat must be wasted to the ambient, with an additional 
efficiency loss of about 1.5 percentage point. 

3.2 The Saturator Model. The saturator is the innovative 
power cycle component of the HAT cycle. It consists of a 
countercurrent heat/mass transfer column for which the follow
ing enthalpy and mass global balances apply: 

mwM - mw,ex = m'a-(Ya,ex - YaM) (1) 

Even if respectful of Eqs. ( l)-(2), if a process to be accom
plished in the saturator does not meet additional constraints, it 
may be considered infeasible. A comparison with a more famil
iar heat exchanger like the HRSG may help understand the 
problem: The stipulated heat transfer process is feasible when 
the temperature difference between hot gases and water or steam 
(i.e., the driving force of heat transfer) is positive at every 
location; a positive AT at the hot and cold end cannot guarantee 
a positive AT at the pinch point, even if the overall heat balance 
is respected. The same holds for the saturator, with the differ
ence that we must consider both heat and mass transfer. The 
concept of heat flux may still hold if we consider it as the sum 
of sensible and latent heat. 

For an infinitesimal interface surface dS the heat transfer 
between the two countercurrent streams is ruled by the follow
ing equation: 

hJT„ - T,) • dS = ha(T, - Ta) • dS + dmw • \(T,) (3) 

where the left-hand side (LHS) is the sensible heat released by 
the liquid, and the two terms on the right-hand side (RHS) are 
the sensible and the latent heat received by the air, respectively. 
In Eq. (3): 

dmw = fe-ln [(1 - xw,a)/(l - xWJ)]-dS (4) 

is the water transferred to the gas phase through the surface dS. 
The molal fraction difference and the temperature difference 
between interface and air bulk phase can be seen as the forces 
that drive the transfer of mass and heat, respectively. The two 
driving forces can act in the same (Ta < T, and xw,a < xw,,) or 
in opposite directions; however, to ensure that the process in 
the saturator is feasible the overall energy flux (sum of sensible 
and latent heat) must go from water to air over the whole length 
of the saturator. According to our sign assumption, this means 
that both sides of Eq. (3) must be positive. If the limit condition 
(LHS = RHS = 0) is reached at any point of the saturator, the 
surface (i.e., the height) of the saturator tends to infinity, as an 
infinite surface is needed in a HRSG where the pinch point AT 
tends to zero. When the limit condition occurs, it means that 
the i* = i'a, where i* is the enthalpy of saturated air at tempera
ture T„ and i'a is the enthalpy of air (in bulk phase) exchanging 
heat with water at the temperature Tw. Therefore, imposing a 
minimum enthalpy difference between i* and i'a is equivalent 
to setting a minimum AT at the pinch point of a HRSG. 

Unfortunately, even under one-dimensional hypotheses the 
computation of i'a along the saturator calls for the solution of a 
nonlinear differential system with five equations; mass balance, 
mass transfer, heat transfer from water to interface and from 
interface to gas, enthalpy balance (Chiesa, 1993). Solving this 
system would be too time-consuming for general parametric 
analyses like those carried out in this paper, whereby hundreds 
of cycles have to be computed during the optimization proce
dure. Thus, the feasibility of the process taking place in the 
saturator has been verified by a simplified method: The real i'a 

curve in the i-T diagram is substituted by the straight line 
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Fig. 8 Temperature-enthalpy diagram of a saturator. The saturation line 
represents the enthalpy of saturated air; the operating line represents 
the enthalpy of the bulk phase air stream in contact with water at the 
temperature indicated on the abscissa. To Insure that heat-mass trans
fer effectively takes place from water to air, it Is necessary that a positive 
A/ exist between the saturation and the operating line. The simplified 
approach adopted in this paper verifies A; by approximating the op
erating line with the straight line shown in the figure. 

connecting its two extremes; since this line is always above the 
real i'a curve (Fig. 8), checking heat/mass transfer feasibility by 
referring to such line is conservative, and provides a Ar margin 
to the real process. 

In practice, the calculation of the saturator is performed as 
follows: 

• After guessing the temperature and the humidity of air at 
the saturator exit (for our calculations the latter is always 
100 percent), the temperature and the mass flow of water at 
the cold end are found by Eqs. (1) and (2). 

• The straight line connecting the extremes of i'a is compared 
with the saturation curve. 

• If the minimum difference between the line and the satura
tion curve is different from the desired value, the tempera
ture assumed for the air at the hot end is revised, and the 
calculation goes back to the first step. 

Figure 9 depicts the saturator operating conditions typically 
corresponding to optimal HAT configurations. Diagrams are 
based on a one-dimensional differential model developed by 
Chiesa (1993). Two distinct processes can be individuated: 

• In the lower section, the air relative humidity increases from 
almost dry inlet conditions to saturation: Its temperature first 
decreases (implying that the two terms in the RHS of Eq. 
(3) have opposite sign), then increases. Due to the small 
temperature difference between water and the interface (T„ 
- T,, governing the heat transfer as from the LHS of Eq. 
(3), is typically less than 10°C), this process is characterized 
by relatively low heat fluxes, thus requiring a large portion 
of the saturator (according to Fig. 9, about 50 percent of the 
total saturator height, even if less than 20 percent of the 
total heat has been transferred). 

• In the upper section saturated air gradually increases its 
temperature and water content up to the outlet conditions. 
Heat fluxes increase drastically as a consequence of vigorous 
mass transfer on the air side: The latent heat transfer (second 
term of the RHS of Eq. (3)) becomes predominant, sus-
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Fig. 9 Entropy generation, height, and temperature versus heat ex
changed for the saturator of a HAT cycle. The lower diagram shows the 
temperatures of the bulk phase water, of the water-air interface, and of 
the air stream. Except in the lower portion, the latter coincides with the 
wet bulb temperature (saturated conditions). The middle diagram shows 
the saturator height necessary to transfer the heat quantity indicated 
along the abscissa. 

taining a large temperature difference between water and 
interface (Tw - T,), thus enhancing heat flux, while (T, -
Ta) remains relatively small. 

The rate of entropy generation (a quantity proportional to the cycle 
efficiency loss) is highest at the two extremities: At the cold end 
this is due to water mixing into a nonsaturated mixture, at the hot 
end to the large temperature difference occurring between water 
and air (it is helpful to remember that injecting water into saturated 
air is a reversible process, since water no longer evaporates, only 
if the two streams are at the same temperature). 

3.3 Plant Arrangement. As already mentioned, several 
plant arrangements have been proposed for HAT cycles. Differ
ences among the various proposals concern the number and the 
location of air/water exchangers cooling the air at the exit of 
the LP and HP compressor, as well as the distribution of water 
among the various heat exchangers. In the attempt to include all 
possible schemes, we have selected the complex configuration 
represented in Fig. 10: 

• Air exiting the LP compressor LPC is sequentially cooled 
by: (0 water recirculated from the saturator bottom (heat 
exchanger IC1); (ii) make-up water (heat exchanger IC2), 
which is then mixed with saturator water ahead of IC1; 
(Hi) a cooler IC3 dissipating heat to ambient. IC3 allows 
minimizing the HP compressor work also when the makeup 
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water flow in IC2 is insufficient to accomplish maximum 
air cooling. 

• A similar sequence is arranged downstream of the HP com
pressor HPC, where heat exchangers AC1, AC2, and AC3 
serve like IC1, IC2, and IC3 (in a real plant the three heat 
exchangers of each line can be arranged in a single shell). 

• The heat exchanger ACf further heats the mixture of the 
two streams of water used for inter- and after-cooling. ACf 
can be placed immediately after the HP compressor (as indi
cated in Fig. 10) or immediately after the LP compressor, 
depending upon the temperatures at their discharge. 

• Water exiting from ACf is mixed with water coming from 
the economizer (E) and the whole stream is finally routed 
to the top of the saturator. 

• The "nonchargeable" turbine cooling flow is taken from 
the saturator exit (to take advantage of the superior cooling 
properties of humid air), while the "chargeable" flow is 
bled, as usual, from the HP compressor. 

• Fuel preheat is accomplished sequentially in (0 a counter-
current heat exchanger cooling the water exiting the bottom 
of the saturator and (ii) the recuperator. 

• The plant scheme is completed by the saturator S, the recu
perator R, the combustor C, and the turbine T, which are 
present in all schemes. 

The configurations considered in the papers quoted in Table 1 
are somewhat less general than the one depicted in Fig. 10 
because: (0 Day and Rao (1992) do not include heat exchangers 
IC2, IC3, ACf, AC2, and AC3, while the former, more detailed 
report from Rao et al. (1991) omits only AC2 and AC3; (ii) 
Lindgren et al. (1992) do not include IC3, ACf, AC2, and AC3; 
(Hi) Stecco et al. (1993) do not consider IC2, IC3, ACf, AC2, 
and AC3, but add a cooler for the water exiting the saturator 
playing a role conceptually equivalent to IC3 and AC3. 

All these schemes can be reproduced by setting to zero the 
duty of one or more of the heat exchangers in Fig. 10, i.e., by 
properly setting one or more of the variables defining the cycle. 
Thus, whether the general scheme considered here or some of 
the variations considered by other authors gives the highest 
efficiency can be assessed by optimizing the comprehensive 
configuration of Fig. 10. 

Fig. 10 Complete plant scheme of the HAT cycle considered in this 
paper 
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3.4 Plant Optimization. Given the overall pressure ratio, 
the seven variables that could be arbitrarily selected and there
fore must be optimized are: 

• intercooling pressure; 
• water/air flow ratio in the saturator; 
• heat dissipated to ambient, i.e., air temperatures at exit of 

IC3 and AC3 (two variables); 
• flow split at the bottom of the saturator, where water is sent 

to the economizer, the intercoolers, and the aftercoolers (two 
variables); 

• flow split of the makeup water, which can be sent either to 
the intercooler or the aftercooler (one variable). 

In carrying out preliminary optimizations, it became apparent 
that three of these variables always reached their limit value: 

• It is always more efficient to use the entire flow rate of 
makeup water for intercooling, i.e., the optimum duty of 
heat exchanger AC2 is zero. If only 10 percent of makeup 
water goes to AC2, efficiency drops by about 0.15 points. 

• It is always more efficient to reach the lowest intercooling 
temperature at the exit of heat exchanger IC3. If air exits 
from IC3 at 35CC, instead of 25°C as assumed here, effi
ciency drops by about 0.1 points. 

• It is better not to waste heat along the HP line (aftercoolers), 
i.e., the optimum duty of heat exchanger AC3 is zero. An 
air temperature drop of 10°C in AC3 (instead of 0°C) causes 
an efficiency drop of about 0.1 points. 

These conclusions have a thermodynamic rationale. The cycle 
benefits from low intercooling temperatures for various reasons 
(lower temperature of cooling flows, lower irreversibilities of 
air-water heat transfer, lower compression work); hence, it is 
preferable to use the available cold source (makeup water) in 
the intercooler and then, since its thermal capacity is inadequate 
to reach the minimum temperature, discharge heat to ambient 
from the LP rather than from the HP line. Conversely, along 
the HP line aftercooling must be limited, because the loss due 
to heat discharge in AC3 cannot be compensated by enhanced 
heat recovery made possible by colder water at the saturator 
bottom. Following these considerations, all final calculations 
have been carried out without heat exchangers AC2 and AC3 
(thus resuming the scheme of Rao et al., 1991), while the tem
perature at the entrance of the HP compressor has been kept to 
its minimum value of 25°C. 

The influence of the other four variables to be optimized is 
not so straightforward, so that a proper optimization must be 
performed for each set of cycle parameters (/? and TIT). 

First, let us consider the effect of phPC at constant pressure 
ratio (0 = 30) depicted in Fig, 11: Maximum efficiency is 
reached for values slightly higher than the one giving minimum 
compressor work. The optimum /?LPC yields the best combina
tion among (0 advantages of lower turbine coolant temperature; 
(ii) minimization of the temperature difference between water 
exiting the intercooler (LP line) and water exiting the aftercooler 
(HP line); (Hi) minimization of heat dissipated in IC3. 

Figure 12 shows the sensitivity of the efficiency of a cycle 
with p = 30 and TIT = 1250°C to the water/air mass flow ratio 
at the saturator entrance. For values of this ratio lower than 
optimum, air/gas cooling in IC1, AC1, and ECO is incomplete, 
resulting in a quite sharp efficiency drop due to: (i) irreversibili
ties occurring in the lower part of the saturator, fed by air much 
warmer than the exiting water, (ii) more heat dissipated in heat 
exchanger IC3, (Hi) large temperature differences in the air 
coolers, and (iv) larger exhaust losses. For water/air ratios higher 
than optimum the efficiency curve is quite fiat: There is only a 
slight decrease of air outlet temperature (and therefore of the 
amount of water evaporated) due to the lower water temperature 
exiting from the various heat exchangers. As may be expected, 
the optimum value of the overall water flow corresponds to the 

4 6 8 
LPC pressure ratio 

10 

Fig. 11 Efficiency versus intercooling pressure for HAT cycles with 
P = 30 

situation for which the heat capacities of water and air/gas 
streams are balanced in all three exchangers IC1, AC1, and 
ECO, thereby minimizing heat transfer irreversibilities.2 

This statement also solves the problem of the optimum split 
of the water coming out of the saturator: Unbalanced heat capac
ities in either IC1 or AC1 would provide less heat recovery or 
would decrease the hot water temperature, thus penalizing the 
saturator and the cycle performance. 

3.5 Results of Parametric Analysis. Figure 13 summa
rizes the results of the parametric analysis in the specific work-
efficiency plane. As for the other cycles we have considered two 
cases: a curve for TIT = 1250°C, consistent with the conservative 
assumption of maintaining the same TIT of a nonintercooled 
machine, and a curve for which, owing to lower turbine coolant 
temperatures, TIT can be increased up to the limits discussed in 
Part A, section 3. At optimum /3 the efficiency gain brought 
about by higher TIT is about 2 percentage points, a result similar 
to that already found for ISTIG and RWI cycles. HAT cycles 
give significantly better performance than all other air/steam 
mixed cycles: The gain is over 2 percentage points in efficiency 
and about 100 kJ/kg in specific work. Figure 13 clearly shows 
the influence of the overall pressure ratio: Values usually adopted 
in modern simple-cycle aero-engines (20-30) are optimum at 
TIT = 1250°C, but larger /3 are necessary to exploit the benefits 
of higher TITs: At 1500°C the optimum j3 is 48. 

As in all thermodynamic analyses of power cycles, results 
depend strongly on the assumptions concerning the "quality" 
of the cycle components. As discussed in Part A, all calculations 
performed in this paper refer to "state-of-the-art" components, 
i.e., turbomachines with excellent aerodynamic design, heat ex
changers with low pressure drops and low ATs. For most com
ponents (gas turbines, steam turbines, HRSGs, etc.), these as
sumptions are derived from well-established engineering stan
dards and reproduce the situation occurring in a real plant. 
Since the HAT cycle makes use of some "unconventional" 
components (inter/aftercooler, recuperator, saturator), with 
characteristics not predictable with the same degree of accuracy, 
it is worth investigating the sensitivity of the cycle performance 

2 In the economizer (ECO) this balance cannot always be maintained, because 
at the highest TIT considered in Fig. 14 it would require exceedingly high water 
temperature and pressure. This is avoided by increasing the water flow, which, 
as shown in Fig. 12, does not significantly penalize efficiency. 
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Fig. 12 Influence of the water/air mass flow ratio at saturator inlet for 
a HAT cycle with /} = 30 and TIT = 1250°C. It is assumed that the percent
age flow split among IC1, AC1, and ECO (see Fig. 10) is the same as the 
optimized case. 

to the assumptions regarding their characteristics. The results 
of this analysis are shown in Table 2, showing the variations 
of efficiency and specific work for the cycle with /? = 48 and 
TIT = 1500°C. The most conservative combination (the rather 
pessimistic situation of the last row in the table) gives an effi
ciency penalty of about 2 percentage points. The corresponding 
cycle efficiency is still about 55 percent (versus 57 percent of 
the cycle using the general assumptions of Table 2, Part A), 
confirming the excellent thermodynamic quality of the HAT 
cycle. Since the efficiency range spanned by the HAT sensitivity 
analysis covers the 55.8 percent efficiency predicted for the 
combined cycle (Fig. 4 of Part A), the two systems appear as 
very close competitors, with their relative standing crucially 
depending on the characteristics of heat transfer equipment. 

Eventually, Fig. 14 reports the main cycle parameters of the 
fully optimized HAT plant achieving the highest efficiency. 

4 Comparison of Mixed Air/Steam Cycles According 
to Second-Law Analysis 

It is well known that the so-called second law (or exergy) 
analysis, i.e., the calculation of the efficiency loss generated by 
the irreversibilities occurring in each component, is a powerful 
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Fig. 13 Efficiency versus specific work of optimized HAT cycles. For 
the upper curve, the low coolant temperature allows reaching TIT = 
1500°C for all p represented in the figure. 

tool to gain a better understanding of the thermodynamic merits 
of complex cycles. Table 3 summarizes the results obtained by 
applying this approach to the cycles considered in both parts 
of the paper. 

By far, the two largest irreversibilities of the simple cycle 
(the "reference" aeroderivative engine) are due to combustion 
and to the discharge of hot gases to ambient, which altogether 
cause an efficiency loss of about 50 percentage points. All com
plex cycles succeed in achieving dramatic reductions of the 
discharge loss (16-17 points out of 22.6 in mixed cycles, more 
than 20 points in the combined cycle), but no one really elimi
nates a significant fraction of combustion losses: gains are lim
ited to 3-4 efficiency points, mostly due to fuel preheat and to 
the higher TIT made possible by intercooling. Apart from the 
increase of TIT, the only way to decrease combustion irrevers
ibilities would be to increase the air temperature at the combus-
tor inlet. With this regard the adoption of a reheat turbine (a 
further "complication" of the plant not considered here) to
gether with larger recuperator loads can produce some improve
ment: The results presented in Macchi et al. (1991, with assump
tions slightly different from those considered here) show that 
for ISTIG and RWI cycles the gain is about 2 percentage points. 

Coming to a more specific analysis of the various terms in 
Table 3, the following points, common to all cycles, can be 
made: 

Table 2 Sensitivity of efficiency and specific work of a HAT cycle (/} = 
48, TIT = 1500°C) to the assumptions concerning the heat/mass transfer 
equipment. The variation of the saturator driving force corresponds to a 
20 percent reduction of the column height. 

Variable subject to sensitivity 
analysis 

Assumed 
value 

Modified 
value 

Loss of 
efficiency 

Loss of specific 
work, % 

Water-air heat exchangers ATinin 10°C 20°C -0.61 -1.81 

Water-air heat exchangers Ap/p 1% 2% -0.24 -0.53 

Recuperator AT in in 25 °C 50°C -0.36 +4.07 

Recuperator Ap/p (both sides) 2% 4% -0.35 -1.08 

Saturator gas-side Ap/p 0.7% 1.4% -0.06 -0.17 

Saturator minimum driving force 27kJ/kg 54 kJ/kg -0.23 -0.93 

All together - - -2.11 -2.03 
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Fig. 14 Temperature, pressure, mass flow (referred to the LPC inlet flow), and water content 
at the most relevant points of an optimized HAT cycle with p = 48 and TIT = 1500°C 

In spite of the larger (3 required by efficiency optimization, 
intercooling produces a decrease of about 1.3 percentage 
points of compressor fluid-dynamic losses; however, in ICC, 
ISTIG, and RWI cycles this benefit is counterbalanced by 

Table 3 Second-law analysis of various optimized mixed cycles 

Cycle 
Loss source 0 

T n y c 

Simple 
30 

1250 

ICC<!> 
46 

1500 

ISTIG 
45 

1500 

RWI 
33 

1500 

HAT 
48 

1500 

Combustion 27.318 26.504 24.531 23.122 23.483 

Compression 4.070 3.252 2.770 2.744 2.645 

Expansion 6.367 6.632 7.237 7.850 8.032 

Intercooling - 1.316 1.465 0.995 0.499 

Recuperation - - - 2.499 1.036 

Saturator - - - - 1.232 

Air/steam mixing - - 3.387 - -
Aftercooling - - - 1.796 0.134 

Heat recovery - 5.220 
(«) 

1.860 
(HRSG) 

- 0.392 
(ECO) 

Pressure losses <m' - 0.292 0.319 0.378 0.384 

Exhaust discharge 22.645 1.472 5.941 6.257 5.965 

Others <iv> 1.249 1.660 0.980 1.066 1.066 

2nd law efficiency 38.351 53.652 51.503 53.293 55.132 

1st law efficiency 39.67 55.51 53.23 55.08 56.98 

Notes: 
w Intercooled Combined Cycle, based on an aero-derivative engine (see 
Part A, section 4) with /?LPC = 3.5. The steam cycle is a three-pressure 
nonreheat cycle (85/15/3 bar). Intercooling heat is recovered by produc
ing steam at 1.4 bar, used in the steam turbine. 
"" Includes all losses of the bottoming cycle (1.861 HRSG heat transfer, 
1.570 steam turbine, 1.615 condenser, 0.174 steam pressure losses and 
mixing). 
''"' In components not present in the simple cycle. 
'"' Mainly due to electric/mechanical losses, auxiliaries consumption, 
fuel heating, and compression losses. 

the heat-exchange loss of the intercooler. Only HAT cycles 
accomplish intercooling in a quasi-reversible mode. 

• The "indirect" effect of intercooling, i.e., the availability 
of low-temperature coolant for the turbine, allows higher 
TITs and therefore lower combustion losses (2-3 points). 

• Water/steam injection in the air stream increases turbine 
losses of about 1-1.5 percentage points, mainly because of 
the larger turbine work. 

• Compared to the simple cycle, mixed cycles do drastically 
reduce the loss due to exhaust discharge, but not as thor
oughly as the combined cycle: The discharge loss drops to 
5-6 points versus 1.3 points of the combined cycle. The 
difference is due to the large amount of water vapor dis
charged with the gas; even if its "thermodynamic value" 
is low (it can be condensed only at low temperature), its 
huge heat of evaporation makes the related loss significant. 

• The penalty produced by pressure losses in heat transfer 
equipment is rather small: only 0.3-0.4 percentage points. 

Although all mixed cycles have a somewhat similar loss distri
bution, some comments can be drawn about the specific merits 
(and drawbacks) of the various solutions: 

• ISTIG cycles are significantly penalized by steam mixing 
losses (almost 3.5 points), while the complex arrangement se
lected for the HRSG allows limiting heat recovery losses below 
2 percentage points, lower than those of the recuperator of 
RWIs, or of the combination recuperator-saturator of HATs. 

• The higher efficiency of the RWI versus the ISTIG cycle 
(2 percentage points) is mainly due to: (i) more efficient 
mixing and heat transfer (recuperator + aftercooler losses 
in RWI are about 1 percentage point lower than mixing + 
HRSG losses in ISTIG); (ii) lower combustion losses, which 
benefit from the higher air temperature at the combustor 
inlet (537 versus 483°C). 

• The superiority of HAT cycles over other mixed cycles (for 
the same TIT about 2 points versus RWI, 4 points versus 
ISTIG) is mainly due to the more efficient heat transfer and 
mixing mechanism accomplished in the saturator, and to the 
capability of efficiently recovering the intercooling heat. 

• The intercooled combined cycle is also a very efficient solution, 
but not as good as HAT. Very efficient heat transfer and mixing 
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allows HAT cycles to compensate fully for the exhaust loss 
(almost 6 percentage points, versus 1.5 points in ICC), thus 
achieving the highest efficiencies of all cycles considered. 

5 Conclusions 

The essence of the analysis developed in this two-part paper 
can be captured by considering Fig. 15, which reports efficiency 
and power output of all cycle configurations considered in the 
paper under conditions giving maximum efficiency. Unlike 
Figs. 1 and 2 of Part A, in this figure the power output of all 
configurations based on modified versions of the "reference" 
aero-engine (simple cycle giving about 40 MW with 40 percent 
efficiency, see Table 1 of Part A) is calculated by imposing that 
the cross-sectional area at the exit of the HP compressor is 
always the same of the reference engine; this is consistent with 
the assumption made by Day and Rao (1992), and implies that 
modified versions can operate with essentially the same HP 
compressor of the reference engine. The figure also reports 
the performance of single-shaft combined cycles based on the 
"reference" heavy-duty machine (about 220 MW with 36 per
cent efficiency, see again Table 1 of Part A). 

The comprehensive representation of Fig. 15 suggests the 
wide range of possibilities opened by mixed cycles and empha
sizes two points: 

• Intercooling remarkably enhances efficiency and power output 
of simple and combined cycles based on aero-engines. Notice 
that simple cycle achieves its maximum efficiency at a pressure 
ratio as high as 82. For the range of TIT considered (1250 to 
1500°C), a combined cycle with an intercooled machine 
reaches efficiencies ranging between 53.5 and 55.5 percent. 
With respect to other solutions, this probably requires a mini
mum amount of modifications to the base engine. 

• HAT provides the best performance. For the same TIT, its 
efficiency is about 1.5 percentage points higher than that of 
ICCs based on aero-engines; besides, by taking full advan
tage of low coolant temperatures to increase TIT, HAT effi
ciencies are also higher than those of the best combined 
cycles based on large-scale heavy-frame. 

Table 4 Water consumption for cycles considered in the paper 

60 

55 

3? 50 

$ 
c 
o 
5 
IS 
HI 45 

40 

35 

Combined Cycle 
I 
RWI 

Combined Cycle 

-fl-45 

IC (simple cycle) 

Simple Cycle 

3=30 

• AD-TIT=1250"C 
O AD-Tn>1500°C 
A HD-TIT-1280''C 

Simple Cycle 
8-15 

40 60 80 100 150 200 
Power output, MW 

300 400 

Fig. 15 Performance achievable by the various cycles considered in this 
two-part paper under conditions giving maximum efficiency. The power 
output of cycles based on aero-engines is calculated by assuming the 
same HP compressor outlet volume flow of the "reference" engine of 
Table 1, Part A. 

Cycle type Water use, 
kg/kWh 

CC (heavy-duty GT) 0.892 

ICC (aero-deriv. GT) 0.735 

ISTIG (fig.8, Part A) 0.738 

RWI (fig.6, Part B) 0.613 

HAT (fig. 14, Part B) 0.724 

Obviously, all mixed-cycle solutions require substantial R&D 
resources for the development of modified versions of current 
simple cycle aero-engines. In addition, it is difficult to anticipate 
their economic feasibility, even if all major aero-engine manu
facturers agree in claiming that intercooled machines, ISTIG, 
and HAT are low-specific-cost systems (Horner, 1988; Day and 
Rao, 1992; Roberts, 1993). 

Another important aspect is that all mixed cycles require 
large amounts of makeup water. However, Table 4 shows that 
makeup water requirements are approximately the same as com
bined cycles using wet cooling towers (due to the smaller power 
fraction produced by the steam cycle, the heat discharged by 
the condenser of a combined cycle based on an intercooled 
aero-engine is smaller than for a heavy-duty). Notice that the 
figures in Table 4 do not account for the blowdown necessary 
to keep a constant quality of the cooling tower water: Since its 
amount is generally 40-80 percent of the water evaporated 
(depending on the makeup water quality) the actual consump
tion of CCs equipped with wet cooling towers becomes signifi
cantly higher than other cycles. 

For ISTIG, RWI, and HAT cycles, it should be also consid
ered that: (0 the water treatment cost is definitely low when 
compared to the overall operating costs; (ii) water can be recov
ered from exhaust gas condensation, either by a direct-contact 
(Day and Rao, 1992) or by a low-cost surface heat exchanger 
(Macchi and Poggio, 1994). 
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Ash Deposition in a Wood-Fired 
Gas Turbine 
A small four-stage gas turbine was directly fired with woodchips using a novel 
downdraft, gravel-bed combustor for a total 250 hours of tests. The average turbine 
blockage due to deposits was 0.19 percent per hour. The composition of deposits 
was studied using plasma emission spectroscopy and x-ray diffraction. The main 
constituents of the deposits were CaO, MgO, and K2S04. The deposits contained 5 
to 15 percent potassium and 0.5 to 3 percent sulfur. 

Introduction 
Biomass fuels are a significant energy option because they are 

renewable and do not contribute to the net carbon dioxide burden 
in the atmosphere. A combined gas turbine-steam turbine cycle is 
thermodynamically more efficient than the steam turbine alone as 
a source of electricity and heat. Direct firing of a gas turbine with 
biomass is potentially more cost effective than indirect firing using 
a heat exchanger, or gasification of biomass prior to combustion. 
Although considerable work has been done on deposits from coal-
fired gas turbine combustors (Logan et al., 1990; Spiro et al., 1987, 
1990; Wenglarz and Fox, 1990), little work has been reported on 
deposits from wood-fired gas turbine combustors. 

Mineral matter in wood is present either in an organically bound 
state or as ions in solutions (Sutcliffe and Baker, 1978; Parham 
and Gray, 1984). For instance, potassium is present in wood pri
marily as ions in solution in cell vacuoles, calcium is present as 
pectate in cell walls and as crystalline calcium oxalate in cytoplasm, 
magnesium in combined form in organic molecules such as chloro
phylls and proteins, and silicon as silica deposits on cell walls. The 
key to using wood as a turbine fuel is to manage the combustion 
in such a way as to minimize the mineral particulate growth. 

A novel gravel-bed, downdraft combustor for a direct-fired 
biomass gas turbine cycle is being developed (Ragland and 
Aerts, 1992, 1989; Ragland et al., 1991). The combustor is 
designed to promote intense combustion in a thin zone and to 
control particulate growth by using high excess air. This paper 
presents the results obtained from analyses of the ash deposits 
taken from different stages of the woodchip-fired gas turbine. 

The Combustor-Turbine System 

A schematic of the test setup is shown in Fig. 1. An Allison 
model 250-C20B ga.s turbine was coupled to an L-shaped, refrac
tory-lined, downdraft combustor. The elbow region of the combus
tor contains a gravel bed of magnesia chips and alumina spheres. 
Alumina rods near the inlet of the horizontal section of the combus
tor form a grid to hold the bed in place. Woodchips, approximately 
2 cm in size, are fed from a lock hopper into the combustor from 
the top by means of a screw feeder. Pressurized, preheated air, 
which is supplied to the top of the combustor, dries the woodchips 
in the top layer of the pile and combusts the wood in a relatively 
thin layer at the wood-gravel interface. The bed helps in capturing 
and completely burning any unburned char particles entrained by 
the air. The hot gases from the combustor flow through a flexible 
stainless steel coupling to the gas turbine, which is loaded by a 

water brake. The exhaust from the turbine is used to preheat the 
air for the combustor. Ash particles are blown through the gravel 
bed and the turbine without hot gas cleanup. The combustor outlet 
temperature was held to 900°C by means of excess air to minimize 
ash deposition in the gravel bed. 

The gas turbine is rated at a full net power of 400 hp at a 
combustor outlet pressure 5 atm. The gas generator turbine has two 
stages with a full power speed of 51,000 rpm, and the power turbine 
has two stages with a full power speed of 33,000 rpm. Our tests 
were run at about 80 percent speed and a net power of 75 hp or 
less. Due to a number of operational problems, the power output 
was highly variable during the tests. Over time some ash is depos
ited on the turbine blades, which is the subject of this paper. In the 
tests the compressor air was dumped to the test room, and the 
combustor supplied with house air. Further description of the test 
setup and performance is given elsewhere (Ragland and Aerts, 
1992). 

The first set of ash samples was obtained when the turbine 
was overhauled after 131 hours of operation. The second set 
of deposit samples was obtained after operating for 122 
hours. Turbine failure due to bearing failure occurred at this 
time due to partial blockage of the turbine inlet by refractory 

Table 1 Wood properties 

' Currently with Corning, Inc., Corning, NY. 
2 Currently with ENTER Software, Menlo Park, CA. 
Contributed by the International Gas Turbine Institute for publication in the 

JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER . Manuscript received 

at ASME Headquarters December 1994. Associate Technical Editor: H. Lukas. 

Poplar Aspen 
Heating value (Btu/lb, dry) 
Elemental analvsis (wt%. drv) 

8236 

50.72 

8496 

Carbon 

8236 

50.72 51.57 
Hydrogen 
Nitrogen 
Sulfur 

6.25 
0.16 
0.02 

6.24 
0.47 
0.02 

Ash 0.79 0.72 
Oxygen (by difference) 42.06 40.98 

Mineral analysis of ash formed at ROOT. (wt % of ash) 
Phosphorous 
Potassium 

1.01 
9.86 

1.76 
15.17 

Calcium 31.28 30.34 
Magnesium 
Sulfur 

8.36 
1.18 

4.83 
0.98 

Zinc 0.04 0.48 
Boron 0.06 0.07 
Manganese 
Iron 

0.59 
0.46 

0.20 
0.56 

Copper 
Aluminum 

0.04 
0.55 

0.04 
0.46 

Sodium 2.91 0.22 
Silicon n,d 2.30 
n.d. - not determined 
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Fig. 1 Schematic of downdraft combustor/gas turbine system 

Table 2 Thickness of wood ash deposits in different stages of turbine 

1st Stage Rotor 
2nd Stage Nozzle 

2nd Stage Rotor 

Leading Edge 
Trailing Edge 
Front 

-0.1 mm 
1.0 mm 
0.5 mm 

-0.1 mm 
Back < 0.1 mm 

3rd Stage Nozzle 
3rd Stage Rotor Front 

1.5 mm 
0.15 mm 

Outer Rim 0.5 mm 
4th Stage Nozzle 

4th Stage Rotor 

Leading Edge 
Trailing Edge 
Back 

1.6 mm 
0.2 mm 

-0.2 mm 
Front -0.1 mm 

gravel and erosion of the first stage rotor due to injested 
gravel. The turbine failure was not due to wood ash effects. 
During the first period of operation yellow poplar was used 
as the fuel, and during the second aspen woodchips were 
used (Table 1). Prior to the first overhaul approximately 
3600 kg of poplar were burned, and between the first and 
second overhaul 1800 kg of poplar and 3700 kg of aspen 
were burned. 

Thickness of Turbine Deposits and Blockage 
The first inspection showed that the deposits were heavier on 

the nozzles than on the rotors. The color of the deposits ranged 
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Fig. 2 Variation of normalized nozzle area index number (NAIN) with 
cumulative weight of fuel burned 

from light green and gray in the upstream (gas generator) stages 
to dark green and brown in the downstream (power turbine) stages. 
Both the nozzles and rotors cleaned up well with walnut shelling 
and did not show signs of erosion. 

The thickness of the second set of turbine deposits was measured 
(Table 2). Due to the complex contour of the turbine blades and 
the britdeness of the deposits, it was difficult to measure the thick
ness using calipers. For deposits that chipped off in flakes, the 
thickness was measured using an optical microscope. The rest of 
the thicknesses reported in Table 2 were estimated using a feeler 
thickness gage. The deposits on the nozzles were 1 mm to 1.6 mm 
thick and deposits on the rotors were 0.1 mm to 0.5 mm thick. 

A measure of turbine flow area blockage from the deposits 
can be given by the normalized nozzle area index number, 
NAIN (Kimura et al., 1987), 

NAIN = 
P 

HJT 

where m is the mass flow rate through the turbine, and P and 
T are the turbine inlet pressure and temperature. This equation 
assumes that the nozzles operate aerodynamically choked. This 

250000 
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Fig. 3 Elemental composition of poplar ash deposits in different sec
tions of the gas turbine 
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Fig. 4 Elemental composition of aspen ash deposits in different sections of the gas turbine 

index was used to study coal combustion in a test stand, which 
had only a first-stage turbine nozzle for studying deposition. In 
our tests with a four-stage turbine each nozzle and rotor stage 
was not choked so that the index is approximate. Since the 
operating conditions used to evaluate the numerator and denom
inator were similar, the use of this index is reasonable. 

The NAIN was evaluated for test data following the first 
overhaul of the turbine, and the results are shown in Fig. 2. The 
best-fit line (r2 = 0.56) gives an area reduction rate of 4.2 
percent per 1000 kg of wood burned. The results are presented 
as a function of cumulative wood burned because the tests were 
run at a variety of conditions, some at low load, and some at 
higher load. In terms of total hours, the NAIN decrease was 0.19 
percent per hour. This reduction rate includes area reduction of 
all the stator and rotor stages, but is not at full load. By way 
of comparison, Kimura found NAIN reduction rates of 0.35 
percent per hour for residual oil and 0.17-0.50 percent per hour 
for Otisca coal-water mixture (50 percent solids, 0.8 percent 
ash, 4 percent sulfur, dry) at full load, but with only a single-
stage cascade of blades. 

Chemical Analysis of Turbine Deposits 
The turbine deposits were studied by inductively coupled 

plasma emission spectroscopy to determine the elemental com
position, and x-ray diffraction for the identification of com
pounds present in the samples. Elemental analysis of deposits 
on the turbine stages at the time of the first turbine overhaul 
(Fig. 3) show that the deposits consists primarily of potassium, 
calcium, magnesium, and sulfur. Deposits on the first-stage noz
zle (stator) are richer in alkali metals (potassium and sodium) 
and sulfur, whereas those in the downstream stages show de

creasing concentrations of both potassium and sodium, and in
creasing proportions of calcium and magnesium. Small amounts 
of iron and aluminum were also observed. X-ray diffraction 
patterns of the deposits from the third-stage nozzle showed five 
strong peaks due to potassium sulfate (K2S04) thus indicating 
a positive identification. Single calcium oxide and magnesium 
oxide peaks were also evident and possibly magnesium phos
phate. Sodium, iron, and aluminum compounds were not identi
fied either because the concentration was too low or because 
they were not crystalline compounds. 

Chemical analyses of deposits obtained during the second turbine 
overhaul (Fig. 4) show that deposits on the upstream stages were 
richer in calcium compared to those in the downstream stages, and 
that the relative amounts of potassium, sodium, and sulfur were 
higher in the deposits on stationary nozzles compared to those on 
the rotating blades. The relative amount of potassium increased in 
the downstream stages. X-Ray Diffraction of the first-stage nozzle 
deposits (Fig. 5a) shows that the most intense peaks are calcium 
oxide followed by magnesium oxide, potassium sulfate, and cal
cium hydroxide. Weaker peaks may indicate the possible presence 
of K20, K3AIO3, and Ca3(P04)2. Deposits on the first-stage rotor 
(Fig. 5b) show strong peaks of MgO followed CaO, K2S04, and 
Ca(OH)2. Weak signals in Fig. 5(b) may possibly be CaFe^Os 
and KCaP04. Deposits on the fourth-stage nozzle (Fig. 5c) were 
also CaO, MgO, K2S04, and Ca(OH)2 with probable amounts of 
potassium magnesium phosphate (KMg(P03)3). Deposits on the 
intermediate stages were similar to those on the first stages. 

Discussion 

Calcium is the greatest inorganic compound in wood and is 
present in the turbine deposits as calcium oxide and calcium 
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Fig. 5 X-ray diffraction pattern of wood ash deposits on stages of gas 
turbine: (a) first-stage nozzle, [b) first-stage rotor, (c) fourth-stage noz
zle. Labels on the peaks correspond to: (1) CaO, (2) MgO, (3) K2S04, (4) 
Ca(OH)2, (5) KMg(P03)3. 

hydroxide. Since the calcium hydroxide has a melting point of 
580°C, it was probably formed after shutdown. Potassium is the 
second greatest inorganic compound in wood and the identified 
form is potassium sulfate, which has a melting point of 1069CC. 
However, there is not enough sulfur in wood to react with all 
of the potassium. K20 is the likely form of potassium in the 
deposits. It melts at 350°C, and thus would not be crystalline 
and would not be observed by x-ray diffraction. The magnesium 
is present in the deposits as MgO. There are many possibilities 

for other compounds in the deposits at lower levels, for example 
the possibility of potassium magnesium phosphate. Alumina 
was not observed in the deposits and thus indicates that the bed 
was not eroding. Very little aluminum is present in wood. The 
magnesia could have come from the wood or the bed. Sodium, 
which is a major contributor to coal ash deposits, is much less 
significant in wood ash deposits. Sodium levels were an order 
of magnitude lower than potassium in the poplar and two orders 
lower than potassium in the aspen. Sodium was not observed 
by the x-ray diffraction measurements. 

After the first stage, the potassium to calcium ratio was greater 
in the deposits than in the wood, indicating a preferential deposition 
of potassium compared to calcium. Similarly, the sulfur is preferen
tially deposited. The deposited potassium and sulfur compounds, 
K2S04 and probably K20, have a higher relative concentration on 
the rotors than on the nozzles (Fig. 3). 

Conclusions 
A four-stage Allison 250-C20B gas turbine was run at low 

power on woodchips for 130 hours of tests, inspected and 
cleaned, and run for another 122 hours using a direct fired gravel 
bed combustor. The deposits were 1 mm to 1.6 mm thick on 
the nozzles and 0.1 mm to 0.5 mm thick on the rotors. The 
average turbine blockage was 0.19 percent per hour. The main 
deposits were calcium oxide, magnesium oxide, and potassium 
sulfate. Although the potassium content of the wood was 0.1 
percent and sulfur content was only 0.007 percent, potassium 
and sulfur play an important role in formation of deposits on 
the turbine nozzles and rotors. Further work is needed to deter
mine the extent to which hot gas cleanup may be required 
between the combustor and turbine when using woodchips. 
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Advantages of Air Conditioning 
and Supercharging an LM6000 
Gas Turbine Inlet 
Of all the external factors affecting a gas turbine, inlet pressure and temperature 
have the greatest impact on performance. The effect of inlet temperature variations 
is especially pronounced in the new generation of high-efficiency gas turbines typified 
by the 40 MW GE LM6000. A reduction of 50°F (28°C) in inlet temperature can 
result in a 30 percent increase in power and a 4.5 percent improvement in heat rate. 
An elevation increase to 5000 ft (1524 m) above sea level decreases turbine output 
17 percent; conversely supercharging can increase output more than 20 percent. 
This paper addresses various means of heating, cooling and supercharging LM6000 
inlet air. An economic model is developed and sample cases are cited to illustrate 
the optimization of gas turbine inlet systems, taking into account site conditions, 
incremental equipment cost and subsequent performance enhancement. 

Effect of Inlet Conditioning 
Selection of the proper inlet/air conditioning system for a 

gas turbine is key to optimizing plant performance. The 
LM6000 (Fig. 1), GE's latest aeroderivative industrial gas tur
bine, is no exception. 

Simple Cycle. Electric power production for the dry low-
NOx version of the LM6000 is illustrated in Fig. 2. These curves 
demonstrate the influence of inlet temperature and inlet pressure 
on the output of this engine. The effect of supercharging on 
engine performance in this analysis is based on a modified 
version of the manufacturer's cycle deck (computer model). A 
decrease in temperature from 100°F (38°C) to 50°F (10°C) 
alone raises output over 13 MW. Increased inlet pressure from 
sea level (101 kPa) to 16.9 psia (116 kPa) can increase the 
output as much as 7 MW, although below 50°F (10°C), super
charging the inlet is less effective. Note that the LM6000 power 
peaks at 50°F (10°C); thus, it is beneficial to heat the inlet 
when ambient temperature is below 50°F (10°C) and cool it at 
higher temperatures. GE has imposed a 45,000 kW upper limit 
on the engine, which translates to 44,099 kW on the new dry 
NOx version, hence the flat output profile between 10°F 
(-12°C) and 50°F (10°C) in the highly supercharged regions. 
Simple cycle performance assumes 4 in. (100 mm) and 1 in. 
(25 mm) of water inlet and exhaust losses, respectively, as well 
as 60 percent relative humidity. 

As expected, the increased power resulting from supercharg
ing and cooling the inlet also improves the gross (i.e., neglecting 
supercharger auxiliary load) heat rate of the turbine, particularly 
in the higher temperature ranges. Figure 3 shows the resulting 
lower heat rates. 

While exhaust gas temperature and flow do not impact simple 
cycle performance, they do affect waste heat recovery schemes 
such as those used in cogeneration and combined cycle plants. 
Figures 4 and 5 indicate that while supercharging reduces ex
haust gas temperature less than 1 percent at the optimum inlet 
temperature of 50°F (10CC), exhaust gas flow is increased some 
7 percent. Thus the overall effect of supercharging is to increase 
waste heat energy by 6 percent. Turbine inlet cooling can add 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute February 11, 1994. Paper No. 94-GT-425. Associate Techni
cal Editor: E. M. Greitzer. 

Fig. 1 Cutaway of dry low-NO, LM6000 

another 20 percent to the thermal energy in the waste heat 
stream. 

The auxiliary power required to operate a supercharger motor 
varies from zero to 2400 kW, as illustrated by Fig. 6. 

The resulting net simple cycle power and heat rates are de
picted in Figs. 7 and 8. Note that while there is considerable net 
power increase with supercharging, net gas turbine efficiency 
decreases, i.e., net heat rate increases with increased supercharg
ing, due to the auxiliary load of the supercharger fan motor. 

The net increase in simple cycle power is shown in Fig. 9. 

Combined Cycle. The flow diagram in Fig. 12 provides a 
means of quantifying the effect of inlet air conditioning and 
pressurization on waste heat applications. For the purposes of 
this analysis, this combined cycle plant efficiently converts the 
additional exhaust gas energy into electricity by means of a 
three-pressure HRSG and a controlled admission, condensing 
steam turbine. 

The net combined cycle generating capability of the LM6000 
is increased more with inlet conditioning than is the simple 
cycle capability. Supercharging increases output over 7 MW if 
the inlet is pressurized to 16.9 psia (116 kPa) as shown in Fig. 
10. This compares with 5 MW in the simple cycle case. Cooling 
the inlet from 100°F (38°C) to 50°F (10°C) results in over 15 
MW of additional power versus 13 MW in the simple cycle 
case. The capacity increase of capital equipment in the com
bined cycle plant that is necessary to accommodate supercharg
ing is more expensive than in the simple cycle case. However, 

Journal of Engineering for Gas Turbines and Power July 1995, Vol. 117/513 

Copyright © 1995 by ASME
Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



50 

45 

S 40 
cc 
w 
5 35 

2 
30 

25 

S^N 
• " 

^ 
O -

INLET PRESS. 
(PSIA) 

—- 16.90 

— 16.10 

— 15.20 

—14.70 

20 40 60 80 
INLET AIR TEMPERATURE (F) 

Fig. 2 LM6000 power 

100 

(M
M

LB
/H

R
) 1.20 

1.15 
1.10 
1.05 

n 1.00 

A 0.95 

T
G

A
S

 

0.90 

T
G

A
S

 

0.85 

=> 0.80 

25 
0.75 
0.70 

>.—; ~i*"*-^ 

— - . - . „ • ^ C N 
, V •'•, 
N \ ^ 

^y. N 

N > ^ s>.x 
> s * . , 

INLET PRESS. 
(PSIA) 

•— 16.90 

-"-16.10 

— 15.20 

—14.70 

20 40 60 80 100 
INLET AIR TEMPERATURE (F) 
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Fig. 4 LM6000 exhaust gas temperature Fig. 7 Supercharged net simple cycle power 

, . , , , . , . , ** ' . . . . . , mm) of water for all combined cycle performance in this 
this added capital expense is more than offset since no additional a n a i v s j c 
fuel is required to realize the improved output from the steam 
side. 

As in the simple cycle case, the more highly supercharged UxonomiCS 
unit suffers increased heat rates (Fig. 11), but combined cycle To evaluate the economic impact of inlet air conditioning, it 
heat rates are still under 7000 Btu/kWh-LHV (7385 k J / k W h ) is necessary to simulate the distribution of atmospheric condi-
at 50CF (10°C) inlet temperature. Exhaust losses are 10 in (254 tions as a function of time. Figure 13 is based on typical hourly 
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Fig. 9 Net power increase from supercharging 

data gathered at a northeastern U.S. site during the course of a 
year. Equations developed to fit these curves enable us to deter
mine the number of hours per year that the wet bulb and dry bulb 
temperatures fall below a given value. Meteorological records 
ascribe a discrete wet bulb temperature to each hourly dry bulb 
temperature recorded; the curves in Fig. 13 closely approximate 
these actual conditions by correlating average dry bulb and 
wet bulb temperatures for a given hour. These curves and the 
corresponding equations for the curves are utilized in determin
ing the number of hours the atmospheric conditions at this 
typical site will be in a given temperature range and how much 
duty will be required of the heater, chiller, or evaporative cooler 
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Fig. 10 Net combined cycle output 

to achieve a particular inlet temperature during that increment 
of time; in the case of the LM6000, this target temperature is 
about 50°F (10°C) for optimum performance as illustrated in 
Fig. 2. 

Once the equations (curves) are devised to describe the tem
perature duration for this site, a similar method is used to estab
lish the turbine performance as a function of inlet temperature. 
An example of the curves that match the net power output of 
a supercharged LM6000 is given in Fig. 14. 

The equations corresponding to the curves in Fig. 14 are: 

For inlet pressure = 16.9 psia: 

P = 40,753 + 167.48 T - 8.1252 T2 + 0.2355 Tl 

- 0.00312 T4 + 0.00001 T5 

For 16.1 psia: 

P = 40,212 + 70.13 T + 1.0314 T2 - 0.00073 T3 

- 0.00084 7/4 + 0.00001 T5 

For 15.2 psia: 

P = 40,870 - 320.41 T + 22.971 T2 - 0.49486 T3 

+ 0.00393 T - 0.00001 Ts 

For 14.7psia (sea level): 

P = 40,054 - 404.17 T + 28.844 T2 - 0.64725 T3 

+ 0.00556 r 4 - 0.00002 T5 

where P = Power (kW) and T = temperature (°F). 
Similar equations are used to determine simple cycle heat 

rate as well as combined cycle power and heat rate over the 
full range of site temperatures from 5°F (-15°C) to 100°F 
(38°C). 

Using the hours that the inlet temperature falls within each 
temperature range as defined by Fig. 13 and the power corre
sponding to those temperatures as denned by the respective 
equations for temperature and supercharging, it is possible to 
generate a tabulation of the kWh of power produced annually 
at the site under consideration. A tabulation may also be pro
duced of fuel consumption using weather data and the equations 
corresponding to heat rate; see Table 1. 

While supercharging increases turbine output by raising inlet 
pressure, the fan also raises inlet temperature as much as 30°F 
(17°C) when pressurizing ambient air to 16.9 psia (116 kPa); 
the elevated temperature can actually reduce turbine output be
low that of the nonsupercharged condition. To compensate for 
this loss, it is necessary to cool the air after supercharging. This 
is economically feasible with an evaporative cooler regardless 
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of whether chilling or evaporative cooling is used to control 
ambient temperatures at the supercharger inlet. For this reason, 
all superchargers discussed henceforth include downstream 
evaporative coolers to remove the heat of compression. 

Evaporative Cooling and Supercharging 

Simple Cycle. The addition of evaporative cooling to a tur
bine inlet is one of the most cost-effective means of improving 
performance. This is not only true in dry climates such as south
western U.S. but is even practical in base-loaded plants op
erating in humid environments such as Florida. The economic 
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Fig. 13 Dry bulb and wet bulb temperature duration curves 

benefit for the northeastern U.S. locale cited in this example is 
shown in Table 2. 

Two electrical rates are assumed in analyzing the impact of 
inlet air conditioning on plant economics: $0.03 and $0.04/ 
kWh. Capacity credit is $100/kW-yr. Cost of fuel is $3.00/ 

cc 
tii 
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0. 
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Fig. 14 Simulated net simple cycle power with supercharging 
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mmBtu ($2.84/mmkj). The capital cost of the base simple cycle 
plant is set at $700/kW installed. Incremental cost of enlarged 
peripheral equipment to handle additional capacity is only $300/ 
kW since the basic LM6000 package is capable of generating 
the added power due to supercharging without increasing the 
size of the turbine package itself. Capital cost of the super
charger including fan, motor, fan house, transformer capacity, 
ductwork, downstream evaporative cooler, controls, founda
tions, design, and installation is $450/hp ($600/kW) of fan 
auxiliary load based on escalated cost for an existing unit. Since 
different organizations employ different methods of accounting 
for operations and maintenance, O&M have been omitted from 
this analysis. 

At this site, a simple cycle LM6000 produces 342 X 106 

kWh/year (see Table 1). With full evaporative cooling and a 
small amount of inlet heating when the temperature drops below 
40°F (4CC), the same gas turbine package produces 349 X 106 

kWh/year at a slightly better heat rate (see Table 2). The only 
incremental capital cost involved is that of the heating system 
and the evaporative coolers, approximately $220,000 depending 
on the type of inlet heating and evaporative cooling systems 
utilized. Evaporative cooling does not increase the turbine ca
pacity; it simply enables it to operate closer to its limit more 
of the time. In contrast to supercharging, it is not necessary to 
increase the size of gas turbine plant equipment when adding 
evaporative cooling. 

Table 1 indicates that annual net revenue of $5,121,577 is gener
ated on an investment of $28,788,900, which is paid back in 5.62 
years without evaporative cooling for the base simple cycle plant. 
On the other hand, Table 2 shows that evaporative cooling alone 
increases annual revenue $121,650 to $5,243,227 and has a payback 
of 1.81 years on the additional $220,000 investment at this typical 
northeastern U.S. site. Because the evaporative cooler has already 
boosted power considerably for little additional capital cost, the 
remaining gain realized from the addition of supercharging is re
duced over the nonevaporative-cooled case in Table 1. As Table 
2 indicates, payback on the capital invested in supercharging ranges 
from 10.26 to 14.79 years for 15.2 psia (105 kPa) to 16.9 psia 
(116 kPa) supercharging, respectively; supercharging paybacks are 
poorer than 5.62 years, the baseline for the simple cycle plant itself, 
and far exceed those for evaporative cooling even at this relatively 
humid site. 

Combined Cycle. A single-engine, LM6000 combined cy
cle plant produces 53,008 kW without duct firing the HRSG. 
At an estimated $1000/kW the total installed plant costs 
$53,008,000. The power increase resulting from a supercharged 
inlet does not add to the cost of the gas turbine package per 
se. It does, however, require enlarged gas turbine peripheral 
equipment, i.e., gas compressor, switchgear, etc. and enlarged 
steam-side equipment, i.e., HRSG, steam turbine, etc. It is esti
mated that the resulting incremental equipment cost for super
charging a combined cycle plant is $684/kW. The cost of the 
supercharger itself is the same as in the simple cycle case, i.e., 
$450/hp ($600/kW). 

The base combined cycle plant (Table 1), without super
charging, produces revenues, excluding O&M, of $9,310,310 
per year at the $0.03/kW electrical rate. This results in a pay
back of 5.69 years. When an evaporative cooler is added, not 
only does the cooler have an extremely short payback, 1.05 
years (Table 3), but combined with the supercharger, the pay
back ranges from 3.50 years to 5.07 years on total investments 
of $1,393,315 to $3,402,230 as the supercharger raises inlet 
pressure from sea level (101 kPa) to 16.9 psia (116 kPa), 
respectively. All paybacks are well below the combined cycle 
plant baseline of 5.69 years. 

Inlet Chilling and Heating Plus Supercharging. Using 
an absorption chiller powered by waste-heat-generated steam 
or a motor-driven centrifugal chiller in conjunction with inlet 
heating, it is possible to maintain the LM6000 inlet at the opti-

Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0 
C 
0 

i 
m 

E 

o 

o 
= 
m 

g 

@ 

I 

I -  

i .... 

g= 
o = = ~ = ~  o o o o  - O O O ~  CO O') m ',~r ¢D m m m m ~  

O4Od OdO, I sO ~,D ~00 , I  ~ I',,. ~') u") ' O 

. . . . . . . . . . . . . . . . . .  

i 

N O40,I 0,4 O,I ~,10,I (~,10,I O,~ r.. 00 ~ t(~ 0o ¢D o ~ 

~ ~ i N N  ~.i d d d d d d e l e l d , . 2 , . 2 ~  

. , ,  

= = = = = = . = = ~ = = o ~ = ~ = ~ = . ~ = ~  

m , 

S=3 ~ ~ ~ O~ C0 i 

040" )  O) 0 0 ~  ¢~ 

03 

o ~  ~ 

i 

0 0 ~  

cl 

~ 

N = 

e ® _  U.15 ~_  
Q ~ ell m > C . )  ¢ 

J¢  
O 
m 

M 
¢1. 

= 
m - 5  

z U  

Journal of Engineering for Gas Turbines and Power July 1995, Vol. 117 / 521 

Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://76.r0


Table 6 Economics of supercharging and chilling a combined cycle 

Value or Electricity ($/KWH) 
Value of Electical Capacity (S/KW-YR) 
Unit Cost ol Fuel ($/MMBTU) 

0.03 
100 

3 

0.04 
100 

3 
Pressure (PSIA) (6 .90 I 16.10 | 15.20 | 14.70 16.90 I IS . rO | 15.20 | 14.70 

Combined Cycle with 300-Ton Chiller and Supercharging 

Capital Costs 
Chiller & Coils (Incl. Heating), $ 
Supercharger (Incl. Downstream Evap. Clr.), $ 
Increased Plant Size Resulting from Supercharging, S 

Total Coet to SuPTCherge S Chill. $ 

510,000 
1,386,000 
1.802,340 

3.»»«.340i 

510,000 
926,000 

1,643.652 

510,000 
313,000 
582.768 

1.408.766 

510,000 
0 
0 

510.000 
1,386,000 
1.802.340 

3,696,340 

510,000 
926,000 

1.643.652 

510,000 
313,000 
582.768 

1 .405 .766 5 1 0 . 0 0 0 
Revenues 
Power Generation (KWH) 
Average Capacity (KW) 
Fuel Consumption (MM8TU/YR) 
Energy Revenue ($) 
Electrical Capacity Credit (S) 
Cost of Fuel (S) 

Net Revenue (l/Year) 

485.583,401 
55,432 

3,368,165 
14,567,502 
5,543,190 

10.104.555 
1 0 . 0 0 6 . 1 3 7 

461,978,814 
55,020 

3,332,310 
14,459,364 
5,502,041 
9.996,931 

8,964.475 

467.536,889 
53,372 

3,206,726 
14,026,107 
5,337,179 
9,620,179 

8 . 7 4 3 . 1 0 7 

454,606,578 
51,896 

3,093,611 
13,636,197 
5,189,573 
9.280.834 

9.546.836 

485,583,401 
55,432 

3,368,185 
19.423,338 
5,543,190 
10.104,555 

1 4 , 1 6 1 , 9 7 1 

481,978,814 
55,020 

3,332,310 
19,279,153 
5,502,041 
9.996,931 

1 4 . 7 1 4 . 2 6 3 

467,536,889 
53,372 

3,206,726 
18,701,476 
5.337,179 
9.620.179 

1 4 . 4 1 6 . 4 7 5 

454,606,57B 
51,896 

3,093,611 
18,184,263 
5,169,573 
9.280,834 

1 4 . 0 9 3 . 0 0 2 
Payback 
Net Revenue w/ Chiller A Superchrg. ($/Vear) 
Net Revenue of Base Plant ($/Year) 

Chiller * Supercharger Advantage, $ 

omblnod Supercharger & Chiller Payback (Years) 

10,006,137 
9.310.310 

6 9 5 , 8 2 7 

5 . 3 2 

9,964,476 
9,310.3101 

654,165 
4 . 7 1 

9,743,107 
9,310.310 

43^797 
3 . 2 5 

9,546,936 
9.310.310 

236,626 
2.16 

14,861,971 
13.745.179 

1,116,791 

3.31 

14,784,263 
13,745.179 

1,039,084 

2.96 

14,418,475 
13.745.179 

673,296 

14,093,002 
13.745.179 

Combined Cycle with 850-Ton Chiller and Supercharging 

Capital Costs 
Chiller S Colls (Incl. Heating), 5 
Supercharger (Incl. Downstream Evap. Clr.), $ 
Increased Plant Sua Resulting from Supercharging, S 

Total Cost to Suprcharo* a Chill, S 

1,225,000 
1,366,000 
1,802.340 

1.225,000 
926,000 

1,643,652 

1,225,000 
313,000 
562.768 

1,225,000 
1.386,000 
1.802.340 

1,225,000 
926,000 

1,643.652 

1,225,000 
313.000 
582.768 

1,225,000 
0 
0 

Chiller S Colls (Incl. Heating), 5 
Supercharger (Incl. Downstream Evap. Clr.), $ 
Increased Plant Sua Resulting from Supercharging, S 

Total Cost to Suprcharo* a Chill, S 4 . 4 1 3 . 3 4 0 3 . 7 9 4 . 6 5 2 2 . 1 2 0 . 7 6 8 1 , 2 2 5 , 0 0 0 4 . 4 1 3 . 340. 3 . 7 9 4 . 6 5 2 2 . 1 2 0 . 7 6 8 1_.225,000 

Revenues 
Power Generation (KWH) 
Average Capacity (KW) 
Fuel Consumption (MMBTU/YR) 
Energy Revenue ($) 
Electrical Capacity Credit ($) 
Cost of Fuel (S) 

Net Revenue (t/Year) 

486,022,436 
55,482 

3,376,024 
14,580,673 
5,548,201 

10.128.073 

463,580,612 
55,203 

3,350,748 
14,507,424 
5,520,329 

10.052.245 

469,806,938 
53,631 

3,229,365 
14,094,208 
5,363,093 
9.688.095 

456,990,017 
52,168 

3,115,347 
13,709,701 
5,216,781 
9.346.042 

486.022,436 
55,482 

3,376,024 
19,440,897 
5,548,201 

10.128.073 

483,580,812 
55,203 

3.350,748 
19,343,232 

5,520,329 
10.052.245 

469,806,938 
53,631 

3,229,365 
18,792,278 
5,363,093 
9.668.095 

456,990,017 
52,168 

3,115,347 
18,279,601 
5,216,781 
9.346.042 

Power Generation (KWH) 
Average Capacity (KW) 
Fuel Consumption (MMBTU/YR) 
Energy Revenue ($) 
Electrical Capacity Credit ($) 
Cost of Fuel (S) 

Net Revenue (t/Year) 1 0 . 0 0 0 . 8 0 1 9 , 9 7 5 , 5 0 9 9 . 7 6 8 . 2 0 6 9 . 5 8 0 . 4 3 9 1 4 . 1 6 1 . 0 2 6 1 4 . S 1 1 . 3 1 7 1 4 . 4 6 7 . 2 7 5 1 4 . 1 5 0 . 3 4 0 
Payback 
Net Revenue w/ Chiller & Superchrg. (S/Year) 
Net Revenue of Base Plant ($/Year) 

Chiller + Supercharger Advantage, ($/Year) 
:omblned Supercharger * Chiller Payback (Years) 

10,000,801 
9,310.310 

9.975,509 
9.310,310 

9,769,206 
9,310,310 

9,580,439 
9,310,310 

14.861,026 
13.745,179 

14,811,317 
13.745,179 

14,467,275 
13,745,179 

14,150,340 
13,745.179 

Net Revenue w/ Chiller & Superchrg. (S/Year) 
Net Revenue of Base Plant ($/Year) 

Chiller + Supercharger Advantage, ($/Year) 
:omblned Supercharger * Chiller Payback (Years) 

690,491 6 6 5 , 1 9 9 458,896 270,130 1,115,646 1.066.137 722.096 405,160 

Net Revenue w/ Chiller & Superchrg. (S/Year) 
Net Revenue of Base Plant ($/Year) 

Chiller + Supercharger Advantage, ($/Year) 
:omblned Supercharger * Chiller Payback (Years) 6.39 5 . 7 0 4.62 4.53 3.96 3.66 2.94 3.02 

Combined Cycle with 1700-Ton Chiller and Supercharging 

Capital Costs 
Chiller & Colls (Incl. Heating), $ 
Supercharger (Incl. Downstream Evap. Clr.), $ 
Increased Plant Size Resulting from Supercharging, $ 

Total Cost to Suprcharae a Chill, S 

2,330,000 
1,386,000 
1,602.340 

5 . 5 1 1 . 3 4 0 

2,330,000 
926,000 

1,643,652 
4.199.652 

2,330,000 
313,000 
562,768 

3.225.761 

2,330.000 
0 
0 

2 . 3 3 0 . 0 0 0 

2,330,000 
1,386,000 
1,802.340 

5 . 5 1 1 . 3 4 0 

2,330,000 
926,000 

1,643,652 
4.189.652 

2,330,000 
313,000 

3,225.711 

2,330,000 
0 
0 

2 . 3 3 0 . 0 0 0 

Revenues 
Power Generation (KWH) 
Average Capacity (KW) 
Fuel Consumption (MMBTU/YR) 
Energy Revenue ($) 
Electrical Capacity Credit ($) 
Cost of Fuel ($) 

Net Revenue (t/Year) 

466,037,549 
55,464 

3,377,923 
14,581,126 
5,548,374 
10.133.766 

8.885.732 

484,005,229 
55,252 

3,356,391 
14,520,157 
5,525,174 
10,069,173 

9.976,168 

470,487,526 
53,709 

3,236,580 
14,114,626 
5,370,662 
9.709.741 

9.775.747 

457,755,673 
52.255 

3,122,267 
13,732,670 
5,225.521 
9.386,801 

9.581.381 

466,037,549 
55,484 

3,377,923 
19,441,502 
5,548,374 
10.133.766 

1 4 . 1 5 6 . 1 0 1 

484,005.229 
55.252 

3,356,391 
19,380,209 

5.525,174 
10.069.173 

1 4 . 1 1 6 . 2 1 0 

470,487.528 
53,709 

3,236,580 
18,819,501 
5,370,862 
9.700.741 

14.460.1221 

457,755,673 
52,255 

3,122,267 
16,310,227 
5,225,521 
9.366.801 

1 4 . 1 1 1 , 8 4 1 
Payback 
Net Revenue w/ Chiller & Superchrg. ($/Year) 
Net Revenue of Base Plant ($/Year) 
Chiller + Supercharger Advantage, ($7Year) 
Combined Supercharger a. Chiller Payback (Years) 

9,995,732 
9,310.310 

6 9 5 , 4 2 2 

. M l 

9,976,158! 
9,310,3101 

665,846 
7 . 3 6 

9,775,7471 
9.310.3101 

465,437 
6.93 

9,591,391 
9,310.310 

14,856,108 
13.745,179 

1 , 1 1 0 , 9 2 8 

4.97 

14,816,210 
13.745.179 

14,480,822 
13.745.179 

735.443 
4.39 

14,168,948 
13.745.179 
423,768 

5.50 

mum 50°F (10°C) over the full range of ambient temperatures 
at the site in question. To determine the duty on the chiller 
and the subsequent power requirement, the wet bulb/dry bulb 
temperature duration curves in Fig. 13 and corresponding equa
tions are used. The data in Table 4 illustrate the use of these 
equations to model the performance of a 300-ton (1055 kW) 
chiller. 

Once the average wet bulb and dry bulb temperatures for a 
given period of time are established from the equations in Fig. 
13, the change in enthalpy can be determined from each of 
these average points to the optimum 50CF (10°C) dry bulb on 
a psychometric chart. Conversely if the chiller does not have 
the capacity to cool the air to 50CF (10°C), the enthalpy change 
it can effect is used to determine the resulting inlet temperature 
on the psychometric chart. 

Simple Cycle. The turbine capacity displayed in Table 5 
reflects the net power produced by an LM6000 with super
charged and chilled inlet after deducting the auxiliary power of 
the supercharger fan motor and chiller drive motor. Annual 
power production is calculated using the number of hours of 
operation in each temperature range times the power output at 
that temperature. Note that power production with a 300-ton 
(1055 kW) chiller cooling the inlet is not much greater than 

the evaporative-cooled case, but the fuel consumption is greater 
because of the increased auxiliary load of the chilled system. 

The equipment employed in this analysis consists of a centrif
ugal chiller and steam heater plus heating and cooling coils 
located in the turbine air inlet as well as the supercharger used 
in the evaporative-cooled cases. An evaporative cooler down
stream of the supercharger removes the heat of compression 
introduced by the fan. The cost assigned to the chiller system 
is $1200 per kW of centrifugal chiller load. As in the case of 
the evaporative cooler, the plant capacity does not change, so 
none of the plant equipment must be enlarged as it is with 
supercharging. The 300-ton (1055 kW) chiller payback of 4.99 
years on earnings of $102,199/year for a $510,000 investment 
is attractive for the simple cycle case; however, as supercharg
ing is added, the payback period increases rapidly. A rigorous 
analysis addresses the optimum mix of supercharging and chill
ing in the summary. 

Combined Cycle. Referring to Table 6, in conjunction with 
chillers, the plant generates more net power and produces more 
revenue than the fully evaporative-cooled, similarly super
charged combined cycle plant. However, a larger investment is 
also required to employ chilling rather than evaporative cooling 
to reduce inlet air temperature. Full evaporative cooling plus 
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COMBINED PAYBACK (YEARS) SUPERCHARGING COST ($10 8 ) 
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Fig. 15 Annual revenue from simple cycle, evaporative-cooled, super
charged plant 
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Fig. 17 Chilling and supercharging simple cycle R.O.I. 

inlet heating requires a $220,000 investment. An investment 
ranging from $510,000 to $2,330,000 is necessary to add from 
300 to 1700 tons (1055-6000 kW) of chilling. However, as 
Table 6 indicates, many combinations of supercharging and 
chilling yield paybacks less than the base combined cycle plant 
payback of 5.69 years using $.03/kWh electricity. The optimum 
combination of cooling and/or supercharging is addressed in 
the summary. 

Summary 
Evaporative Cooling. Because evaporative cooling is so 

cost effective, it is advisable to incorporate it before implement
ing supercharging, i.e., if limited capital is available it should 
be spent to achieve full evaporative cooling before any super
charging is introduced. 

Evaporative Cooling in Conjunction With Supercharg
ing. To demonstrate the economic impact of inlet air con
ditioning, assume that the plant has a capital budget of $2 

s 

COMBINED PAYBACK (YEARS) 

3 

0.0 
EVAP. ^ 

COOUNQ 

SUPERCHARGING COST ($10e ) 

1.0 2 0 3.0 

0.5 1.0 

• SUPERCHAROINQ 

1.5 2.0 2.5 

INVESTMENT ($106) 

5.2 

PRESSURE (PSIA) 

Fig. 16 Annual revenue from combined cycle, evaporative-cooled, su
percharged plant 
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Fig. 18 Chilling and supercharging combined cycle R.O.I. 
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Fig. 19 Photo of inlet system 

million, and its objective is to achieve a simple payback on 
that capital in 5.62 years (the baseline for the simple cycle 
case). Using the data compiled in Tables 2 and 3, plots 
of investment in evaporative cooler and supercharger 

may be made along with their corresponding annual rev
enues. 

Figure 15 shows that while evaporative cooling can easily 
be justified, the combination of evaporative cooling and super
charging commensurate with a $2-million investment only re
turns $250,000/year, yielding a simple payback of 8 years, 
which is well over the 5.62-year requirement. 

Investing the same $2 million in an evaporative-cooled, su
percharged, combined cycle plant on the other hand does seem 
to satisfy the revenue requirement. Referring to Fig. 16, a $2-
million system supercharged to approximately 15.5 psia (107 
kPa) would produce $480,000 of annual revenues based on 
$.03/kWh electricity. The corresponding simple payback of 4.2 
years is considerably better than the 5.69-year payback on the 
base combined cycle plant. 

While the combination of evaporative cooling and super
charging has a very attractive payback, the plant manager will 
note that this is primarily the result of an overwhelmingly short 
payback (1 year) for the $220,000 investment in the evaporative 
cooler. Payback on the supercharger portion of the system runs 
between 6 and 7 years. The discriminating plant manager may 
opt to install the evaporative cooler at the higher rate of return 
and direct the remaining funds elsewhere, to improvements that 
have a shorter payback period than 6 to 7 years. 
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Fig. 20 Plant layout 
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Fig. 22 Typical supercharging fan 

Combining Supercharging With Inlet Chilling. As noted 
in the economics section, the effects of supercharging and of 
inlet chilling on LM6000 performance are extremely interde
pendent. As supercharging increases, the impact of chilling on 
gas turbine output is reduced, and conversely more chilling 
cuts into the amount of added power that can be attributed to 
supercharging. The following analysis enables the planner to 
determine the optimum mix of inlet chilling and supercharging. 

Figure 17 shows a range of possible combinations of super
charging and chilling along with the investment required to 
achieve the respective levels of chilling and supercharging. The 
figure also gives the revenues and paybacks generated by each 
combination of chilling and supercharging. This plot enables 
the user to select the most cost-beneficial combination of super
charging and chilling for a given investment. For example, at 
the northeastern U.S. site analyzed in this study with $0.03/ 
kWh electricity, the optimum combination for a $2-million in
vestment calls for pressurizing the inlet to 16.1 psia (111 kPa) 
and 300 tons (1055 kW) of chilling. As the graph shows, this 
point results in annual revenues of approximately $225,000; the 
subsequent payback is 9 years. Nine years is well over the 5.62-
year hurdle rate required by the base simple cycle plant, and 
also somewhat greater than the 8-year payback provided by 
supercharging and evaporative cooling. Figure 17 indicates that 
only small amounts of chilling, less than 400 tons (1407 kW), 
and very little supercharging, less than 0.3 psi (2.1 kPa), are 
feasible in simple cycle applications. In fact, comparing Fig. 
17 with Fig. 15, it is clear that the only sensible choice for 
economically improving the LM6000 simple cycle performance 
is evaporative cooling. 

Figure 18 indicates that the prospects for chilling and super
charging are much better on a combined cycle plant. In this 
instance if $2 million is available for inlet air conditioning, the 
figure indicates that the optimum combination of chilling and 
supercharging is 300 tons (1055 kW) and 15.5 psia (107 kPa), 
respectively. The net revenues generated by this combination 
of chilling and supercharging are over $500,000/year, which 
results in a simple payback of 4 years—slightly better than the 
4.2-year payback resulting from the combination of evaporative 
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cooling and supercharging (Fig. 16). Interestingly, the combi
nation of evaporative cooler and supercharger produces annual 
revenues similar to the chiller and supercharger over the entire 
investment range for the combined cycle plant. 

Equipment 

Plant Layout. A plot plan for an LM6000 with inlet cool
ing and supercharging in conjunction with an HRSG is shown 
in Fig. 20. The air enters the inlet house where it passes a 
combination of heating /cooling coils, or evaporative coolers, 
as well as prefilters and high performance filters before entering 
the fan house. The options analyzed earlier in this paper are 
illustrated in Fig. 21. Option A is a 98 percent efficient evapora
tive cooler, meaning that the temperature will be reduced at 
least 98 percent of the difference between the wet bulb and dry 
bulb temperature. The Option A module can be replaced with 
the Option B module consisting of cooling coils capable of 
reducing the temperature to the optimum for the given site 
conditions—50°F (10°C) in this study. Option C may be added 
if additional chilling and/or inlet heating or deicing are re
quired. 

Figure 19 shows the inlets of two LM6000's with high-perfor
mance inlet filtration, inlet chilling, and heating. 

A fan similar to one used on a supercharged gas turbine in 
Boron, California, is shown in Fig. 22. 

Conclusions 
In analyzing the effect of various forms of inlet air heating, 

cooling, and supercharging on an LM6000 at a typical northeast
ern U.S. site, evaporative cooling is clearly beneficial in both 
simple and combined cycle, base-loaded gas turbine plants, par
ticularly if limited funds are available to improve turbine perfor
mance. Payback on evaporative cooling ranges from 1 year for 
combined cycle to 2 years on a simple cycle plant assuming 
$0.03/kWh electricity, $3/mmBtu ($2.84/mmkJ) fuel, and a 
$100/kW capacity credit. 

Because supercharging adds heat of compression to inlet air, 
it is necessary to cool the air downstream of the supercharger 
evaporatively to improve performance. This supercharged sys
tem is marginal in simple cycle plants (6 -10 years payback) 
but consistently provides a 6-year payback in a combined cycle 
or cogeneration facility using the values of electricity and fuel 
given above. Payback is shorter if the cost of energy is raised 
to $0.04/kWh. 

When inlet air entering as well as leaving the supercharger 
is evaporatively by cooled, payback drops to between 1 and 5 
years for the combined cycle plant on investments up to $3.5 
million. In the simple cycle case, supercharging combined with 
inlet evaporative cooling is not practical because the payback 
on the supercharger component runs between 10 and 15 years. 
Figures 15 and 16 summarize the economic impact of evapora
tive cooling and supercharging. 

Supercharging combined with chilling can be cost effective 
at low levels, i.e., below 0.4 PSI (2.7 kPa) and 300 tons (1055 
kW), but beyond these points the payback quickly begins to 
exceed 5 years in a simple cycle plant. In the combined cycle 
case, the combination of chilling and supercharging may be 
more beneficial than evaporative cooling and supercharging. Up 
to $4 million may be invested in this system resulting in over 
$690,000 in additional annual revenues for a single gas turbine. 
It is important to select the proper mix of chilling and super
charging to obtain these returns, however; too much chilling 
and too little supercharging can cut these revenues by half. The 
methods described in this paper are useful in identifying the 
optimum combination of inlet treatment for a specific situation. 

Figures 15 and 16 in conjunction with Figs. 17 and 18 enable 
the user to identify precisely the optimum mix of LM6000 inlet 
heating, cooling, and supercharging for a given incremental 
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investment at a typical northeastern U.S. site. These same fig
ures may be used as a guideline in selecting inlet air condition
ing systems for any gas turbine installation. 

References 
1 DeBiasi, V., "Total Cost of 46-MW Borax Cogen System Put at $30 

Million," Gas Turbine World, Mar.-Apr. 1983. 

2 Kolp, D. A., Roberts, R„ and Kim, S. Y., "100MW Combined Cycle 
Achieves 7000 Btu/kWh Heat Rate at JFK International Airport," ASME Paper 
No. 92-GT-40. 

3 Oganowski, G., "GE LM6000 Development of the First 40% Thermal 
Efficiency Gas Turbine," G.E. Marine & Industrial Engine Bulletin, 1990. 

4 Leonard, G., and Stegmaier, J., "Development of an Aeroderivative Gas 
Turbine Dry Low Emissions Combustion System,'' ASME JOURNAL OF ENGI
NEERING FOR GAS TURBINES AND POWER, Vol. 116, 1994, pp. 542-546. 

Journal of Engineering for Gas Turbines and Power July 1995, Vol. 1 1 7 / 5 2 7 

Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. Saigal 

K. Zhen 

Department of Mechanical Engineering, 
Tufts University, 

Medford, MA 02155 

T. S. Chan 
Manufacturing Technical Resources, 

General Electric Company, 
Lynn, MA 01910 

Forging of Compressor Blades: 
Temperature and Ram Velocity 
Effects 
Forging is one of the most widely used manufacturing process for making high-
strength, structurally integrated, impact and creep-resistant Ti-6A1-4V compressor 
blades for jet engines. In addition, in modern metal forming technology, finite element 
analysis method and computer modeling are being extensively employed for initial 
evaluation and optimization of various processes, including forging. In this study, 
DEFORM, a rigid viscoplastic two-dimensional finite element code was used to study 
the effects of initial die temperature and initial ram velocity on the forging process. 
For a given billet, die temperature and ram velocity influence the strain rate, tempera
ture distribution, and thus the flow stress of the material. The die temperature and 
the ram velocity were varied over the range 300 to 700°F and 15-25 in./sec, respec
tively, to estimate the maximum forging load and the total energy required to forge 
compressor blades. The ram velocity was assumed to vary linearly as a function of 
stroke. Based on the analysis, it was found that increasing the die temperature from 
300 to 700°F decreases the forging loads by 19.9 percent and increases the average 
temperature of the workpiece by 43°F. Similarly, increasing the initial ram velocity 
from 15 to 25 in./sec decreases the forging loads by 25.2 percent and increases the 
average temperature of the workpiece by 36°F. The nodal temperature distribution 
is bimodal in each case. The forging energy required to forge the blades is approxi
mately 18 kips *in./in. 

Introduction 
In order to select the proper forging equipment and make 

quality forging products, it is necessary to estimate the required 
forging load and energy. To investigate the effects of various 
process variables on the forging process, it is better to consider 
the process as a system. The major interactions between the 
process variables in the metal forging process are shown in Fig. 
1. For a given billet or a preformed workpiece, the rate of 
deformation and die temperature influence the flow stress, strain 
rate, and temperature distribution in the workpiece. Finally, flow 
stress, friction, and geometry determine the forging load and 
energy. 

DEFORM, a FEM analysis software package, is used to in
vestigate the effects of rate of deformation and die temperature 
on the forging loads. The main purpose here is to predict the 
forging loads and energies as a function of (a) initial die temper
ature and (b) initial ram velocity. 

Application of the Finite Element Method for Forging 
Simulation 

For the analysis of forging process and to predict stress and 
strain fields and metal flow, many numerical methods are avail
able. In comparison with the other methods, the finite element 
method has many advantages in dealing with solutions of prob
lems with complex shapes, treatment of non-steady-state pro
cesses, and in obtaining detailed stress and strain fields. Finite 
element analysis and computer modeling are being extensively 
used for analysis of simple to complex forging processes [1]. 

A general purpose FEM analysis program called DEFORM 
has been used in this study. The main features of the program 

include (i) use of higher-order elements, (ii) general description 
of dies and of the automation of die boundary condition, which 
enable the user to use any number of arbitrarily shaped dies 
with different friction types and coefficients, and (Hi) automatic 
initial mesh generation and re-mesh generation during the simu
lation process. DEFORM is capable of handling both rigid-
plastic and rigid-viscoplastic materials, and can account for both 
constant friction shear stress or Coulomb type friction at the 
die-workpiece interface. In addition to linear elements, the 
program uses higher-order elements [2] . 

The basis of this program is the variational principle func
tional for rigid-viscoplastic material. The constitutive equation 
for the rigid-viscoplastic finite element formulation used may 
be represented by [3]: 

(1) 

The variational principle functional for rigid-viscoplastic ma
terial can be written as [ 3 ] : 

$ = \ E(k*)dV- I F-v*dS+ \ '2h(eKK)2dV (2) 
Jv JsF Jv 

where the starred quantities are kinematically admissible ones. 
The first term on the right-hand side of Eq. (2) represents 

the distortional strain energy, the second term represents the 
rate of work due to the external tractions (force), and the third 
term represents the rate of strain energy. 

The effective stress a, which is a function of the total effec
tive strain and effective strain rate, is given by: 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute March 30, 1994. Paper No. 94-GT-428. Associate Technical 
Editor: E. M. Greitzer. 

U = \<Ty(t)\l + (e/7)'">] (3) 

where aY(e) is the static yield stress, 
constants. 

y and m, are material 
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Fig. 3 The workpiece and the dies at the start of the simulation 

4.00 

The discretization of this functional follows the standard pro- simultaneous equations, which can be solved iteratively by the 
cedure of the finite element method. If one substitutes the distri- Newton-Raphson method [3]. 
bution functions and the strain rate expression into Eq. (2) , the Im et al. have used the finite element method to analyze the 
variational functional $ becomes a set of nonlinear algebraic effect of flash dimensions and billet size in a closed die forging 

N o m e n c l a t u r e 

y = material constant 
1 = effective strain 

e * = strain rate tensor 
~l = effective strain rate 

ty = strain rate component = 
\{Vi,j + Vj,,) 

v* = kinematically admissible velocity 
vector of a surface point 

dS = area increment of the external sur
face of the body 

d\ = volume increment undergoing 
plastic deformation 

aY(e) = static yield stress 
a = effective stress; flow stress 

a lj = deviatoric stress component 
U; = velocity component, (,) in (vtJ 

+ Vjj) denotes differentiation 
$ = variational functional related to 

the total potential energy 
E{e) = work function 

F = external force vector acting on 
the surface of the body 

fs - shear stress 

k\ = a large positive constant that penal
izes the dilational strain rate 

k2 = shear strength of the deforming ma
terial 

mi = material constant 
m2 = constant in the function of shear 

stress,/* = m1k2, and 0 =s m2 =s 1 
SF = surface area of the body on which 

the surface force vector F acts 
T = temperature 
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Table 1 Forging simulation results as a function of initial ram velocity 

Initial Ram Velocity (7s) 15 20 25 
Average Temperature of the 
Workpiece (°F) 

1587 1607 1623 

Maximum Forging Load 
(Kips/in) 

1123 960 840 

Change in Forging Load (%) 0 -14.5 -25.2 
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Forging load as a function of stroke for initial ram velocity of 15 

of an Al 6061 part with a flange and a shaft [4] . Frater et al. 
have simulated the ability of a particular preform to fill the die 
using specific flash geometry [5]. Ficke and Oh have analyzed 
the isothermal closed die compressor disk forging process [6] . 
Oh et al. have analyzed the capabilities of the code and applied 
it on example solutions [7] . Gleykin et al. have used DEFORM 
to study the effects of initial temperature distributions in the 
dies on the forging process [ 8 ] . 
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Flow Stress of the Material 
Forging loads and energy in a forging operation are directly 

influenced by the instantaneous flow stress of the material being 
forged. For a given composition and microstructure, the flow 
stress of a metal depends on (a) the part geometry, (b) the type 
of metal flow, (c) the flow stress of the deforming material 
under forging conditions, and (d) the friction at the die-work-
piece interface. During forging, different portions of the work-
piece undergo different amounts of deformation depending on 
the preform configuration and the finish forging. The effect of 
strain in hot forging of most common metallic materials on the 
flow stress can be neglected and only enters into the calculations 

Table 2 Forging simulation results as a function of initial die tempera
ture 

Fig. 5 Forging load as a function of stroke for initial ram velocity of 20 
in./s 

Initial Die Temperature (°F) 300 500 700 
Average Temperature of the 
Workpiece (°F) 

1607 1631 1650 

Maximum Forging Load 
(Kips/in) 

960 824 769 

Change in Forging Load (%) 0 -14.2 -19.9 
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Fig. 8 Final nodal temperature distribution as a function of the initial ram velocity 
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Fig. 13 Final nodal temperature distribution as a function of the initial die temperature 

indirectly. The rate of deformation or strain rate is determined 
by ( 0 the speed of the ram and (ii) the initial and final thickness 
of the forging. The temperature of the forging at the end of the 
forging stroke depends on (1) initial billet temperature, (2) 
initial die temperature, (3) rate of deformation, and (4) fac
tional conditions. The temperature varies across the forging due 
to die chilling and also due to heat generation by friction and 
deformation. 

The flow stress a is a function of strain e, strain rate ?, and 
temperature T, and can be represented by [2]: 

a = a (e, e, T) (5) 

In hot forming of metals at temperatures above the recrystalli-
zation temperature, the influence of strain on the flow stress of 
nearly all metals is very much strain-rate dependent, and as 
such, the influence of strain-rate becomes increasingly im
portant. 

For forging process simulations, DEFORM provides several 
methods for controlling the ram movement. The method used 
here is "speed-stroke," i.e., ram speed is a function of stroke. 
Mechanical presses with crank-driven rams are rated in tons of 
force exerted at or near the end of the stroke [9] . For simplifica
tion, the ram velocity is assumed to be a linear function of 
stroke as shown in Fig. 2. 

Friction conditions at the die-material interface greatly in
fluence metal flow, formation of surface and internal defects, 
stresses acting on the dies, and the load and energy require
ments. In most forming applications, the lubricity of a lubricant 
is the single most significant factor, since it directly determines 
the interface friction. In order to evaluate the performances of 
various lubricants and to be able to predict forming pressures, 
it is necessary to express the interface friction quantitatively, 
in terms of a factor or a coefficient. The friction shear stress, 
fs, is most commonly expressed as 

fs = m2k2 (6) 

where k2 is the shear strength of the deforming material and 0 
< m2 =£ 1. The value of m2 varies as the forging condition varies 
[1]. In hot forging of titanium and high-temperature alloys with 
glass lubricants, m2 varies between 0.1 and 0.3. In this study, 
a constant friction factor of 0.3 is assumed. 

In addition, in metal-forming processes both plastic deforma
tion and friction contribute to heat generation. Approximately 
90 percent of the mechanical energy involved in the process is 
assumed to be transformed into heat. 

Workpiece and Dies 
Figure 3 shows a typical cross section of the workpiece and 

the dies at the start of the simulation. In order to obtain insight 
into three-dimensional forging, a number of simulations were 
performed at different cross sections. 

The simulations were performed on a VAX 4000/300 ma
chine. The simulations involved placing the preform between 
the dies and reducing its height by 0.070 in. by compressing it. 
The bottom die was held stationary while the top die impacts 
the workpiece with a certain initial velocity. 

Compressor blades are typically made of titanium Ti-6A1-
4V alpha-beta alloy. Hot forging of this alloy is typically per
formed over the temperature range 1400-1800°F. The work-
piece was assumed to be initially at 1700°F. The forging dies 
are typically made of H-13 chromium hot worked tool steel. 
The dies are often preheated to minimize local chilling, which 
can result in cracking. The dies are assumed to be rigid. 

For this study, the variables of interest are the forging load 
per unit length (maximum vertical Kload value) and the nodal 
temperature distribution in the workpiece at the end of the 
stroke. Energy was calculated as the area under the Y load curve. 

Results and Discussion 

(a) Effect of Initial Ram Velocity. Table 1 summarizes 
the simulation results dealing with the effect of the initial ram 
velocity on the forging process. Figures 4 - 6 show the forging 
load as function of stroke for initial ram velocity of 15, 20, and 
25 in./s, respectively. The initial die temperature is set at 300°F. 
Increasing the initial ram velocity from 15 to 25 in./s decreases 
the forging load by 25.2 percent. Figure 7 shows that the average 
workpiece temperature increases by 36°F from 1587 to 1623°F 
as the ram velocity increases from 15 to 25 in./s. This can be 
attributed to the die chilling effect, which is more extensive at 
lower initial ram velocities since it takes more time to perform 
the forging operation. Figure 8 shows the final nodal tempera
ture distribution as a function of the initial ram velocity. The 
nodal temperature distribution is bimodal with a significant frac
tion of nodes having temperatures between 1200 and 1500°F 
and between 1700 and 1800°F. In addition, as the initial ram 
velocity increases, the fraction of nodes with temperatures 
greater than 1700°F increases. 

(b) Effect of Initial Die Temperature. Table 2 summa
rizes the simulation results dealing with the effect of the initial 
die temperature on the forging process. Figures 9-11 show the 
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forging load as a function of stroke for initial die temperature 
of 300, 500, and 700°F, respectively. The initial ram velocity 
is set at 20 in./s. Increasing the initial die temperature from 300 
to 700°F decreases the forging load by 19.9 percent. Figure 12 
shows that the average workpiece temperature increases by 43°F 
from 1607 to 1650°F as the initial die temperature increases 
from 300 to 700°F. This can once again be attributed to the die 
chilling effect. Figure 13 shows the final nodal temperature 
distribution as a function of the initial die temperature. As the 
initial die temperature increases, the fraction of nodes with tem
perature greater than 1700°F increases. Integrating the area un
der the load curve in Fig. 9, the total net energy required to 
deform the workpiece by 0.070 in. is approximately 18 kips 
*in./in. 

Conclusions 

Finite element analysis was used to study the effects of initial 
ram velocity and initial die temperature on the forging process. 
Based on the analysis, it was found that increasing the die 
temperature from 300 to 700°F decreases the forging loads by 
19.9 percent and increases the average temperature of the work-
piece by 43CF. Similarly, increasing the initial ram velocity from 
15 to 25 in./sec decreases the forging loads by 25.2 percent and 

increases the average temperature of the workpiece by 36°F. 
The nodal temperature distribution is bimodal in each case. The 
forging energy required to forge the blades is approximately 18 
kips*in./in. 
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Arbitrary Surface Flank Milling 
of Fan, Compressor, and 

C. Y. Wu I Impeller Blades 
Design Engineering, 

Pratt & Whitney Canada Incorporated, jt js generally conceived that a blade surface is flank millable if it can be closely 
Longueuii, uuerjec, uanaoa approximated by a ruled surface; otherwise the slow machining process of point 

milling has to be employed. However, we have now demonstrated that the ruled 
surface criterion for flank milling is neither necessary nor sufficient. Furthermore, 
many complex arbitrary surfaces typical of our blades in fans, axial compressors, 
and centrifugal impellers in aviation gas turbines are actually closely flank millable 
and can be rendered exactly flank millable with one or more passes per surface often 
without sacrificing, indeed usually with gain, in performance. 

Introduction 
Point milling and flank milling are the two common metal 

cutting methods for compressor blades in aviation gas turbines. 
The former is a well-known technique whereby a blade surface 
is cut by the ball-nose of a cutter following a dense set of 
isoparametric curves on the mathematical surface interpolating 
the blade design curves. While the implementation of a point 
milling software package may be complex, from a conceptual 
point of view, it is a simple, well-defined problem. Its major 
advantage to the airfoil designer is that almost any smooth 
surface can be point milled, offering total freedom to the design 
process. From the manufacturing point of view, however, the 
main disadvantage of point milling is that it is a very time-
consuming process; each passage of the cutter removes only a 
small amount of material. Another disadvantage is that by its 
very nature, point milling produces a scalloped surface finish; 
the height of the scalloped ridges is directly related to the ball-
nose radius and the number of cuts over the surface. 

Compared with point milling, flank milling is a much less 
well-known technique. In conventional flank milling, the entire 
blade surface is obtained after one single passage of the cutter 
through the blank material, engaging every point of the cutting 
edges on the conical as well as the ball-nose surface of the 
cutter. This is illustrated in Fig. 1. Thus conceptually, flank 
milling is not as easy to understand as point milling. It is gener
ally conceived that a surface is flank millable if it can be closely 
approximated by a ruled surface. To complicate the problem 
further, the milled surface may deviate from the ruled surface, 
sometimes quite significantly, owing to the twist of the surface 
along a straight line element. To our knowledge, previously 
such deviations have either been ignored, or minimized by com
promising the design or slightly modifying the cutter orienta
tion. Then finally there are the hardware difficulties such as 
blade and cutter deflection arising from the severe force from 
large volume metal removal. 

In spite of all these difficulties, considerable effort has been 
invested to understand and apply flank milling whenever possi
ble. This is mainly because flank milling, when applicable, of
fers significant cost reduction over point milling. In particular, 
flank milling has been extensively employed in the manufacture 
of centrifugal impellers for aviation turbomachinery (Brown 
and Plucinski, 1979; Pratt, 1981; Willis, 1975; Wu et al., 1982). 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute March 10, 1994. Paper No. 94-GT-426. Associate Technical 
Editor: E. M. Greitzer. 

Another advantage is that it gives a good clean surface finish, 
which is an additional productivity improvement factor because 
it reduces the time required for surface polishing. 

At Pratt & Whitney Canada Inc., for more than a decade we 
have been striving to expand the domain of applicability of 
flank milling to cover axial compressors in the form of integrally 
bladed rotors (IBRs). Axial compressor rotor blades are gener
ally considered to be not flank millable, owing to the severe 
twist of the blade surfaces as well as other complexities. How
ever, by imposing three design curves to lie on a highly twisted 
but nevertheless ruled surface, and then reducing the deviation 
between the ruled surface and the machined surface by introduc
ing the technique of multiple pass flank milling (Wu et al., 
1983), we were able to flank mill two moderately complex 
rotors. This exercise clearly demonstrates that the ruled surface 

Fig. 1 Schematic illustration of flank milling 
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criterion is not sufficient to guarantee that a surface is flank 
millable in the conventional single-pass manner. 

Encouraged by our initial success with multiple pass, we 
attempted to flank mill more complex surfaces defined by four 
or more curves by dividing them into two or more overlapping 
ruled surfaces stacking one on top of the other. However, hard
ware-wise we were unable to blend in smoothly two adjacent 
passes. One cannot realistically resolve this challenge without 
first having a far more flexible and powerful software to facili
tate the design of a flank millable blade and generating tool 
paths efficiently before resolving the hardware problems. This, 
in fact, was the motivation behind our drive to develop what 
we now call Arbitrary Surface Flank Milling (ASFM) system, 
which is conceptually a quantum jump from the conventional 
ruled surface flank milling approach. 

In the ASFM system, a surface can be defined with a lot 
more than three curves, which the designer specifies, without 
the constraint that they should be lying even approximately on 
a ruled surface; it is therefore an arbitrary surface. Given such 
a surface, the ASFM system rapidly generates a set of flank 
milling tool paths to closely match the cutter surface to the 
design curves in a weighted manner. The matching is done by 
choosing one among the infinitely many curves on the conical 
surface of the cutter to match one point each on every design 
curve. Since one of the infinite number of curves on the cutter 
surface is a straight line, we have included the ruled surface 
constraint as a particular member of a much larger family of 
flank millable surfaces. The matching process is necessarily 
complex, requiring highly flexible, powerful, and user-friendly 
software to facilitate the efficient convergence between design 
intent and flank millability and will be discussed further in the 
next section. 

If the flank milled surface thus produced does not yield satis
factory performance, we would opt for two or more flank milling 
passes, stacking the passes one on top of the other. We have 
also solved the problem of blending the adjacent passes to yield 
a smooth surface. 

We have applied the ASFM system to flank mill a large 
number of axial IBRs, fan IBRs as well as centrifugal impellers 
of high complexity inducer design, which would not be flank 
millable in the conventional approach. 

In what follows, let us first discuss the basic concept of 
arbitrary surface flank milling in some depth. 

Concepts and Challenges 

Figure 2 shows a blade surface designed with six curves 
together with a conical cutter. The actual number of design 
curves can vary widely between a minimum of 3 and a maxi
mum of any number; we have had cases of 15 to 20 curves. 
Referring to Fig. 2, one may imagine an arbitrary surface Sb 
interpolating the six design curves C, to C6, then Cp is a curve 
on the cutter surface Sc, which is closest to the blade surface 
Sb for the particular cutter position and orientation depicted in 
the figure; and Cb is a curve on Sb, which is closest to Sc. If 
Cb is "sufficiently" close to Cp for the entire blade surface 
from the leading to the trailing edge then we have a flank 
millable surface that approximates the design intent surface. 

However, it is a subtle but important point to realize that the 
family of the proximity curves Cp does not generate the exact 
flank milled surface. The exact flank milled surface is the envel
oping surface swept out by the cutter surface. It is composed 
of individual enveloping curve, shown as Ce in Fig. 2, associ
ated with each cutter position. The computation of each envel
oping curve, however, depends not only on the particular cutter 
position but also on its immediate preceding and immediate 
following cutter positions. Such "nearest-neighbor coupling" 
can have very strong effects on the machined surface, especially 
when the cutter orientations are varying dramatically, usually 
near the leading and trailing edge. 

Fig. 2 Schematic illustrating the relationships between the proximity 
curve and the enveloping curve on the cutter surface with the blade 

Since the exact flank milled surface cannot be obtained before 
we have a complete trajectory, but a complete trajectory is 
known only after individual cutter position is determined ap
proximately via proximity curve calculation, one has to arrive 
at the cutter trajectory iteratively. We start out using a proximity 
curve calculation to determine the approximate cutter positions 
individually, then change over to compute the enveloping curves 
in subsequent refinement, which involves variation of individual 
cutter position or groups of cutter positions simultaneously. 

When there are three or more design curves, there is no 
guarantee that the flank milled surface could match all the 
curves exactly. Thus, in Fig. 2, Ce deviates from Cb by dt with 
respect to each curve C,. Typically in the design of the blade, 
some curves have tighter tolerance than some other curves; thus 
a, = dilu is a measure of the significance of the deviation 
between the flank milled surface and the design curve C,, where 
t, is the tolerance assigned to curve C,. So far we have been 
focusing on one particular cutter position. To generalize our 
discussion, we may use atj = d,j/tff where i denotes the C, curve 
and j denotes the j th cutter position or equivalently, the path 
length along curve C,. If cry is less than 1.0 for all (i, j), then 
the flank milled surface is acceptably close to the design intent. 
Theoretically at least then, our problem is to find a set of cutter 
positions such that cry =s 1, if we can very reliably define tv. 

However, we cannot very reliably define tv. While there are 
many rules as to how to design a blade for targeted performance, 
such rules do not always yield a unique blade geometry. Indeed, 
given some performance requirements, there may be many pos
sible blade designs that yield satisfactory results. Differences 
between two blades along some design curves may be compen
sated by differences along some other curves such that they 
give similar performance. One eventually has to rely on aerody
namics and structural analysis, and ultimately on experimental 
tests on hardware sometimes, to really decide whether seem
ingly different designs give equivalent performances. 

With such understanding, we may view the challenge of find
ing a flank milled blade that gives equivalent performance as a 
"freely" designed blade in a bolder and broader perspective. 

For each design intent blade surface, we initialize a complete 
set of values for ty, based on our experience and/or best guess. 
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A scheme would then try to optimize the cutter positions and 
orientations by minimizing ay. This is done for some 30 to 50 
noncrossing cutter positions covering the entire blade surface. 
The resultant ay will help in adjusting the tyS more realistically. 
The new tyS may now be defined with respect to the new nomi
nal blade geometry obtained from the previous iteration or they 
may stay with the original design intent. How fast the iteration 
ty ** ay would converge to some meaningful values for highly 
complex blades is the major challenge to our design methodol
ogy and software capabilities. 

How are the t,jS set? They are set to alter and control the 
general as well as the details of all the blade section profiles so 
that the curvatures, the inlet metal angles, the exit metal angles, 
the leading edge radii, the trailing edge radii, the chord lengths, 
the chord angles, the blade thicknesses and the location of maxi
mum thickness along each blade section, etc., all combine to 
give the targeted performance as achieved in the original design 
intent blade. In this context, the original design intent blade 
acts as a seed to start off the design of the flank millable blade. 
Highly efficient and reliable aerodynamics and structural analy
sis programs facilitate our setting of the tyS, alongside with the 
guidance provided by the ASFM system, which sets the realistic 
manufacturing constraint on the tyS imposed by flank milling. 

Ideally, the convergence of the ty ** ay iteration process 
should be carried out in a completely automated way and in
deed, we have made great strides toward this goal. However, 
the problems are so immense and complex that much more 
effort will be needed. The next section outlines our systematic 
approach toward meeting the challenges. 

The ASFM System 
Our software system comprises of close to 30 batch pro

grams; each one performs some special function that belongs 
to one or more of the following three logical phases of the 
system: 

Phase I—Test for Flank Millability. The mission of this 
phase is: given a blade design in the form of a number of curves 
on its suction surface and pressure surface, the user may rapidly 
generate the probable flank milled blade profile with the associ
ated tool paths. The important points here are the speed and the 
reliability of the results so that in a small fraction of the time 
added to the regular design cycle, we know whether or not we 
should go ahead with flank milling, and if we do, the designer 
should have the means to generate new design blades in the 
vicinity of the original design so that the new iterations will 
stay closely flank millable. 

Starting with three or more design curves on each surface, 
cutter size specifications, and a set of user supplied initial ty 
values, which could be just the best guesses only at this point, 
the main program DESIGN in Phase I will first define a set of 
cutter positions extending from the leading edge to the trailing 
edge of the surface, each cutter surface touching two of the 
design curves tangentially (e.g., d and C6 in Fig. 2) with the 
axis perpendicular to the curve that is closest to the hub (e.g., 
C\ in Fig. 2) . Next, the program begins an optimization of each 
cutter position by minimizing 2,<Tff. Since the process involves 
one cutter position at a time, the distances between the cutter 
surface and the design curves are based on proximity curve 
concept as discussed in the previous section. 

Now optimization is a tricky mathematical exercise that may 
not always converge to the best possible solution for each cutter 

* position. However, if the process is carried out for a sufficiently 
large number of cutter positions, one may observe how flank 
millable the design surface is and adjust the ty value accordingly. 
For simple and moderately complex blades this is not too diffi
cult to do, especially after one has acquired some experience. 
Thus one may repeat the optimization process a few times rap
idly and within a few hours, decide whether the blade has a 
good chance to be flank millable. 
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Phase II—Detail Matching. The results of Phase I be
come the starting point in this phase. In Phase I we obtain some 
cutter trajectories that give a probable flank milled surface, here 
we want to fine tune each enveloping curve associated with 
the cutter trajectories to yield a flank milled blade that gives 
equivalent performances aerodynamically and structurally to the 
design intent. In this phase there are over a dozen programs. 
We will only outline some key programs below: 

(i) BKGEN: back-generate accurately the flank milled 
surface from a cutter trajectory using enveloping 
curve calculation. This is possible here because in this 
phase, we always have a complete cutter trajectory. 

(») RENDN: rendering of the cutter vectors in directions 
normal to a chosen design curve. 

(Hi) RENDP: rendering of the cutter vectors in a sliding 
(parallel) manner along a chosen design curve. 

(iv) SMTH: smooth out the cutter vectors along any sec
tion. 

(v) CHKADJ: check whether or not there are interfer
ences between the cutter and the adjacent blade. 

(vi) TLCHG: tool change program. This program allows 
one to change tool and generate new tool paths based 
on the old one. Slight rematching will be necessary. 

(VH) LETE: construct leading and trailing edge circular or 
elliptical arcs from the back-generated flank milled 
blade sections. 

(viii) GEOM: analyses the geometries of the flank milled 
blade profiles such as inlet and exit metal angles, 
leading and trailing edge radii, throat areas, thick
nesses, etc. 

The greatest challenge in Phase II is automation. In theory 
one should be able to complete the job in one batch run but in 
practice this is far from being easy, in spite of the fact that we 
have made great progress in this direction. Typically, we will 
first run SMTH and then RENDN to obtain good matching for 
one or more of the most critical design curves. Then RENDP 
is run to minimize the deviations from the other curves. Most 
likely then one needs to run RENDN again to depart from the 
most critical curve in certain areas to achieve better matching 
for the other curves; then we rerun RENDP again. This cycle 
is repeated a number of times for both the suction and the 
pressure surfaces. A good starting set of tool positions from 
Phase I is very important so that one always searches in a small 
neighborhood for the best solution. SMTH, CHKADJ, TLCHG, 
etc., are run every now and then. BKGEN is run back to back 
with every program that changes any cutter orientations. The 
programs are very user-friendly and fast; although run in batch 
mode, they give the feeling of interactive execution. LETE is 
run to create a complete blade geometry to be analyzed by 
GEOM and then detailed aerodynamics and structural analysis 
to check the performance. Depending on the complexity of the 
blade, it typically takes a few days, performing several to a 
dozen iterations between flank milling definition and perfor
mance analysis, to reach a flank milled blade of equivalent 
performance to design intent. 

Figure 3 shows the results of detail matching tool path for 
the suction surface of an axial compressor. The solid curves are 
the design intent curves, the dots are points on the back-gener
ated flank milled surface, while the straight lines are the associ
ated CL vectors. 

In Fig. 4, we compare the blade sections for both surfaces 
of the design intent(solid) and flank milled (dashed) blade. 
While one may see significant differences in individual section, 
overall the performances of the two are quite close. 

Phase III—Manufacturing Concerns. The tool path gen
eration in Phases I and II are solely concerned with the finishing 
cut. When we come to actual metal removal, we need to gener
ate roughing cut, semi-finishing cuts, and very important, we 
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Fig. 3 Results of detail matching for the suction surface of an axial 
compressor 

have to have a way to cope with blade and cutter deflections. 
Phase III addresses these problems with a number of programs: 

(/) OPEN: this program generates cutter location vectors 
for a flat-end or ball-end cutter right between two adja
cent blades with a user-specified lead angle of the 
cutter for efficient opening cut between two blades. 

(ii) SEMROU generates semi-finishing and roughing pass 
from the finishing pass by offsetting the finishing pass 
away from the blade. 

(Hi) TLCHG: tool change, same program as in Phase II, to 
allow rapid change to different size roughing or semi-
finishing cuts, but not finishing cuts at this stage. 

(i'v) CHECK: checks tool-blade interference after OPEN, 
TLCHG, or SEMROU has been run. 

(v) DEFL: adjusts the cutter vectors to compensate for 
blade thickening due to blade deflection and cutter 
deflection. 

(vi) INTERP: interpolates a dense set of CL vectors from 
a spare set to facilitate smooth metal cutting. 

The circular or elliptical leading and trailing edges of the 
blade are usually not flank milled. They are point milled to 
blend in smoothly with the flank milled surfaces. 

Fig. 4 Comparison between blade sections of flank milled blade 
(dashed) and design intent curves (solid) 
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Fig. 5 Three flank milled IBRs welded together 

We conclude this section with photographs of some of the 
rotors we have actually fabricated. 

Figure 5 shows three axial IBRs welded together to form a 
drum rotor. The diameters of the rotors are approximately 12 
in. The first rotor (the one on top in the photo) has relatively 
simple blade geometry, while the second and the third have 
increasingly complex blade shapes. 

In Fig. 6 we show an experimental impeller. The main blade 
is 10 in. long while the splitter blade is 6 in. long. The main 
blade leading edge is 3 in. tall. Note the very complex blade 
geometries. 

Multiple Pass Flank Milling. If a blade is too complex to 
be flank milled in the manner outlined above we may want to 
flank mill each surface with two or more passes, one stacked 
on top of the other. Owing to the complexities, both software-
wise and hardware-wise, multiple pass is only employed with 
large rotors, typically our fan IBRs. So far we have not gone 
beyond two passes, but the techniques are the same for more 
passes. 

Fig. 6 An impeller with highly complex blades 
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Fig. 7 Computer simulation of two-pass flank milling of highly twisted 
fan blades 

Figure 7 shows the computer simulation of two pass flank 
milling of a fan blade. The top pass resembles the regular single 
pass, with a standard tapered ball-end cutter. The tangency point 
between the tapered cutting edge and the ball end follows a 
curve on the blade surface, which is the boundary curve between 
the two passes. The length of the cutting edge is not important 
as long as it is long enough to cover the entire top part of the 
blade. The length of the tapered cutting edge of the bottom 
pass, however, is important: That entire length is engaged in 
metal removal so that the transition point between the tapered 
cutting edge and the straight shank lies just on the boundary 
curve between the two passes. Such an arrangement gives opti
mal chance for the cutter to clear the top part of the blade and 
the adjacent blade. Along the boundary curve, the two flank 
milled surfaces are tangential radially to ensure smooth and 
continuous blade profiles. A small radial profile is given to the 
bottom pass cutter in the transition from tapered cutting edge 
to straight shank to avoid a sharp step along the boundary curve 
due to hardware discontinuity. 

A number of fan IBRs have been fabricated this way; the 
blade dimensions vary between 7 in. high X 5 in. wide to 9 in. 
high X 6 in. wide. Figure 8 shows the two photographs of such 
a fan IBR. The top photographs shows the leading edge view 
while the bottom one shows the trailing edge view. 

Conclusion 
We have presented the concepts, the structure, and the appli

cations of our Arbitrary Surface Flank Milling system. There 
are two central themes to bear in mind throughout the develop
ment and implementation of this system. First, if any surface 
is flank millable, our system will very rapidly give such an 
indication; this is Phase I. Second, subsequent refinement to 
give a high-quality flank millable blade with optimal perfor

mance has to be rapidly convergent; this is Phase II. Speed 
is absolutely important here because we cannot afford to add 
significant lead time to an already complex and lengthy blade 
design process involving critical compromise between aerody
namics, structure, and dynamics. 

From a different perspective, one wonders whether there is 
a way of completely incorporating flank millability in the blade 
design process from the very beginning so that when the design 
is finished, one automatically has a blade that is guaranteed 
flank millable. In theory this is a good approach and our ASFM 
system is in fact quite capable of doing so. As soon as there 
are three design curves, one obtains the tool paths, interpolates 
more design curves in-between to more fully cover the blade, 
then renders the tool paths only to produce different designs. 
This will guarantee every blade as designed would be flank 

Fig. 8 A two-pass flank milled fan IBR as viewed from the leading edge 
(top), and from the trailing edge (bottom) 
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millable. However, in practice, such an approach has not yet 
been tried. 

This is because there is advantage to first designing a blade 
without any flank milling constraint, obtaining the best results 
possible, and then modifying it to be flank millable. In this way 
we know exactly what is being compromised or gained. We 
have up to now worked on 25 different fans, axial compressors, 
and centrifugal impellers that are not flank millable in the con
ventional ruled surface approach. Analysis of the back-gener
ated ASFM blades shows results that analytically are sometimes 
slightly better, sometimes slightly worse in performance and 
structural integrity. However, for all of the 13 parts that have 
actually been fabricated and tested up to now, the performances 
were always slightly better than the original design intent. This 
is especially so for the structural properties and life of the rotor. 
One cannot help wondering, maybe there is something intrinsic 
in the flank milling process in that it imposes a very uniform 
variation of geometric parameters such as curvature and blade 
thickness in a radial direction, thus reducing stress concentra
tions and may also be beneficial to the aerodynamics. These 
may be interesting topics for further studies. 

As of now, the greatest benefit we reap from ASFM is cost 
reduction. This is especially true for our large IBRs and impel
lers. 
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Laser Guidance for Repairing 
Gas Turbine Parts 
As a result of normal operating conditions, jet engine parts tend to distort. During 
repair, many of these parts require some form of selective cutting. Due to the differ
ences between each individual part, automation such as CNC machining becomes 
complex. The need to map each individual part prior to machining has prohibited 
repair facilities from introducing sophisticated automation. This paper presents for 
the first time a novel method that addresses many problems related to selective 
material removal in jet engine repairs. Similar to a terrain-following cruise missile, 
a laser-guided cutter is used to follow a selected datum surface. For example, in the 
case of Honeycomb Airseals, the thin laser beam penetrates the honeycomb cell 
structure to follow the base metal. The method minimizes parent metal removal and 
under-minimum-wall condition. As a result, life potential of parts is extended, and 
repair costs are reduced. The ability to track a moving part and modify the cutting 
path automatically produces one more significant advantage: Accurate setup of a 
part on a machine is no longer critical. The method has applications in the repair 
of airseals, frames and cases, and airfoils. 

Introduction 
Due to normal operating temperature, stress, and pressure, 

jet engine parts tend to distort during service. During repair, 
those parts that are considered to be thin wall shells will typi
cally require some form of material removal. Examples include: 
removal of worn honeycomb from airseals, removal of worn 
plasma spray from cases, and removal of weld buildup from 
cases and airfoil tips. Whether repairing cases, airseals, or air
foils, the process can be defined as selective cutting. The need 
to maintain as much base metal as possible regardless of part 
distortion is fundamental to the jet engine repair business. 

A new approach to address this classic problem in jet engine 
repair is described below. As described in Fig. \{a, b) the 
approach constitutes the use of a sensor, a cutter, signal pro
cessing electronics, computer-based pattern recognition, and an 
actuating mechanism. 

Sensor signals are processed initially by the appropriate elec
tronic components. Data are evaluated by algorithms mimicking 
the human thought process. These algorithms evaluate and rec
ognize important patterns in the data. The system is autono
mous. It has the authority to decide and execute a cutting path, 
or trajectory, without giving the operator a quantitative, mathe
matical description of the trajectory. The trajectory is executed 
by the system using a motion control system to modify the 
position of the cutting tool by means of a servomotor system 
coupled to a linear slide. The linear slide carries the cutter 
mechanism including a quick-disconnect tool holder with a car
bide insert, or a grinder or a milling system. Figure 2 shows 
the slide in the retracted position. Figure 3 shows the slide in 
the extended position with approximately 12 mm (0.5 in.) of 
travel. The system in its entirety is an accessory to existing 
manual machine tools. Mounted in place of a standard cutter, 
the system is easy to attach or detach from any manual machine 
tool. 

The system has three main components: the cutter head, 
which is mounted on the machine tool and connected with an 
umbilical chord to the electronics cabinet. Figure 4 describes 
the electronics cabinet, which contains computers, electronics, 
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and power management modules and is connected to a hand
held console, which is used by the operator to control the sys
tem. The hand-held console and the cutter are shown in Fig. 4 
on top of the cabinet. 
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Fig. 1(a) Autonomous selective cutter operating principle 

d 3 
Cutter 

Servo 
Amp 

t t 

Data 
Aguisition 

Signal 
Processing 

Data 
Analysis 
Pattern 

Recognitk 
Morion 
Control 

Kinematic 
Feedback 

Electrical Power Mangament 
Uninterruptible Power Supply 

Fig. 1(6) Autonomous selective cutter system schematic 
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Fig. 2 

Design Philosophy and Considerations 
Described below are considerations that were used in the 

overall approach to system design. It may be useful to consider 
these points in the design of other systems, in particular where 
high levels of automation are proposed. 

During the development effort, significant emphasis was 
given to user input, resulting in a simple operator interface. The 
complexity of the system was to be transparent to the user, who 
would operate the system by pressing a " G O " or "STOP" 
button. The specification for the system design mandated that 
the system does not require the user to program the system or 
to use a keyboard. 

To the operator of a standard machine tool, a typical jet 
engine part appears to have "high spots" and "low spots" 
where the part distortion is convex or concave. The purpose of 
using the laser-guided cutter is to compensate and adjust the 
cutter position to follow part distortions. As a result, to the 
operator, all parts appear to machine as if they were perfectly 
round. 

In some shops, user acceptance of sophisticated equipment 
was known to be a potential problem, in particular when sig
nificant productivity gains are claimed. In consideration of this 
potential problem, the approach of "moderate automation" was 
used. 

What is the basic philosophy of moderate automation? The 
operator remains as an essential part of the process. He carries 
on one hand a set of reduced responsibilities regarding the 

Fig. 3 

Fig. 4 

accuracy of the cut, and on the other hand, a set of new responsi
bilities regarding the operation of a sophisticated machining 
system. Above all, the operator is given an "enabling technol
ogy," or a better tool to do a better job. Consequently, the 
operator's role is enhanced, not diminished. This is in complete 
contrast with CNC machine tools and other forms of robotics, 
where eliminating the hands-on operator is a key goal. 

A fundamental design consideration was to allow the operator 
to continue to work in his familiar work environment, with 
familiar equipment. By designing the system to be self-
contained, and specifically by keeping the existing cutting tech
nology, operators require little time to understand the system 
and its operation. 

From an appearance point of view, the design consideration 
was to make the system blend in with other shop equipment 
and accessories in regard to external shape and color. 

Schematic System Description 

While it is possible to detect distance to a metallic body in 
several ways, the key to a practical system is accuracy and 
robustness. The requirement for a robust system comes both 
from the physical operating conditions such as vibration and 
shock, and from the classic causes of measurement errors inher
ent to noncontact sensors. These measurement errors are typi
cally associated with the physics of secondary reflections from 
corners, six of which exist in each honeycomb cell, as well as 
presence of airborne metal chips and dust generated by the 
cutting process. Measurement errors will also occur due to vary
ing levels of surface reflectivity resulting from differences in 
material, part condition, and service-related deposits. To address 
these operating limitations, a laser displacement sensor was 
selected in conjunction with digital signal processing, and vari
ous software and logic filters. 

As a result of the actual shop environment and operating 
conditions, only a small fraction of the sensor data is admitted 
as reliable data, which are then used for further analysis. The 
purpose of the analysis is to reconstruct the data to identify the 
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actual part geometry including several geometric features, for 
example: part distortion, part off-center setup, and regions with 
practically no data due to plugged honeycomb cells, gaps be
tween segmented airseals, or horoscope holes or fuel nozzle 
ports in cases. 

Once the part geometry has been reconstructed, the system 
imposes several geometric rules in regard to the cutter trajec
tory. For example: Data must be smooth and free of discontinu
ities and steps for ring shape parts or airfoils. However, disconti
nuities and steps in the radial direction are allowed in the case 
of segmented parts. Furthermore, during the "flight" between 
one segment and the next, the cutter trajectory must be opti
mized to minimize acceleration and deceleration. 

Finally, a real-time motion control system is constantly up
dated with new position requirements by the computer logic. 
Feedback of actual cutter position versus cutter command posi
tion is routed back to the computer. 

Surface Tracking Verification 
Data plots were used during system development to evaluate 

system performance against precalibrated parts. Each data plot 
represents a 360 deg scan consistent with one revolution of a 
part. The data plots reveal several operating parameters. 

Data spread is a term used to describe range in which 90 
percent of the data resides at each point on the circumference 
of the part. Plot #1 shows a spread of 3.5 mm (0.14 in.) at the 
120 deg position, where the circumference is divided into 360 
deg. If the desired accuracy is denned as a 0.02 mm (0.0008 
in.) envelope, the corresponding signal-to-noise ratio can be 
approximated to be 1:175. Using pattern recognition algorithms 
and rule sets corresponding to the expected mechanical behavior 

of the part, the actual part location can be defined. Naturally, 
when signal-to-noise ratio is more favorable, such as in Plot 
#2, accuracy can be further enhanced. The effect of the third 
dimension, or Z axis, is noticed in Plot #3. In this case a near-
perfect circular part with an approximate diameter of 450 mm 
(18 in.) was centered on a lathe within 0.025 mm (0.001 in.). 
The part was clamped directly to the faceplate using a three-
jaw-chucking system. The resulting distortion to the part, caused 
by the clamping forces, is noticeable from the three lobes de
scribed in Plots #2 and #3. 

The approximate distortion is 0.25 mm (0.010 in.) per lobe 
as seen in Plot #2. This distortion is further compounded by a 
secondary distortion coupled with a varying surface condition 
as described in Plot #3. Data spread was not as favorable due 
to a surface condition, which changed the reflectivity and hence 
the laser sensor's ability to "find" the part. 

To compensate for the inability of the laser sensor to deter
mine the part position precisely, signal analysis and logic filters 
are employed, resulting in the two parallel lines described in 
plot #4. Special attention is given to the "window" between 
the solid line and the broken line. In the case of brazed honey
comb, these varying signal levels correspond with varying levels 
of braze alloy including partially plugged cells and cells with 
minimal levels of braze alloy. 

Plot #4 is typical of a distorted part with an off-center condi
tion, which resulted from its position on the lathe, in addition 
to the basic part distortion. Plot #4 is typical for a part with a 
basic distortion of approximately 0.5 mm (0.02 in.), which is 
further compounded by the part's wobble motion on the lathe 
of approximately the same magnitude. 

During system development, tracking errors resulting from a 
phase shift related to servo performance occurred when the 
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Fig. 5 

servo was not tuned to optimize system performance. Servo 
optimization takes into consideration not only the trivial and 
traditional servo characteristics but also specific requirements 
and operating parameters related to the specific system configu
ration. 

As part of system development a comparison was made to 
ascertain the benefit of using the system in relation to alternative 
technologies as follows: 

Manual machining, hand blending, and chiseling: Parts 
were brought to pre-braze surface condition of approximately 
125 rms surface finish with typical saving of 2 to 4 hours in 
labor per part resulting from reduced setup time and reduced 
in-process time. Loss of wall thickness during the repair was 
reduced from approximately 0.25 mm (0.010 in.) per repair 
cycle to approximately 0.10 mm (0.004 in.) per repair cycle. 
This difference in wall thickness may translate into two addi
tional repair cycles. These numbers were difficult to measure 
scientifically and represent our best estimates. 

Chemical stripping: The growing regulatory pressures are 
making it difficult in many countries to continue with compli
ance while maintaining chemical stripping facilities. 

Inserts 
During the development effort of the laser-guided cutter it 

was found that carbide inserts were failing at a rate estimated 
to be 50 percent faster than in traditional manual machining. 
Typically an insert was consumed during a 12 mm (0.5 in.) 
wide cut of a 760 mm (30 in.) diameter part, rotating at 16 rpm 
with a feed of 0.13 mm/rev (0.005 in./rev). Several possible 
causes such as suboptimal system rigidity, part flexing, and 
servo system backlash were investigated. When these and other 
possible causes for premature insert failure were eliminated, 
attention was directed to insert workload cycle. 

Traditional machining of distorted parts, in particular during 
lathe operations, engages the carbide insert with the part only in 
the areas that are not concave relative to the machined surface. 
Typical circular parts may engage the inserts down to 80 percent 
of the time. When machining segments such as airseal segments, 
the typical engagement can be as low as 10 percent of the time 
as a result of some segments "closing up" during service while 
others tend to "open up." When these segments are fixtured 
in a ring form to be machined as a set, operators will notice 
that one or two segments ' 'clean up' ' first, while other segments 
lag behind. All this means that the demand on the actual cutting 
tip is reduced to part-time engagement. 

By its inherent ability to follow the part contours, the laser 
guidance causes the carbide insert to engage the metal continu

ously, imposing a much more severe workload for the insert. As 
a result, a separate effort was launched to develop an improved 
carbide insert with the appropriate PVD and CVD coating tech
nology to provide the wear resistance and the dry lubricity 
characteristics and thus accommodate the higher workload. 

Airseals 

As a group, airseals may be defined as static structures lined 
with a sacrificial surface. Figure 5 describes a typical worn 
honeycomb surface from a large commercial engine with ap
proximately 3500 hours since the previous repair. The purpose 
of the sacrificial surface is to provide a controlled gap relative 
to a rotating blade or knife-edge seal. By the nature of its 
sacrificial surface, the part must be refurbished frequently to 
restore the nominal gap and as a result, engine fuel efficiency 
and performance. With typical cost of a new airseal of US 
$15,000 to 80,000, extension of life expectancy has a significant 
financial impact. Current generation engines contain approxi
mately 20 to 30 components with honeycomb airseals per en
gine, including high-pressure compressor, high-pressure tur
bine, low-pressure turbine, and secondary flow areas such as 
bearing housings. 

The specific problem with machining of airseals is the accu
mulated distortion present in each part. This distortion is evident 
in Fig. 6 as a nonuniform removal by traditional machining of 
the honeycomb described previously in Fig. 5. This distortion 
is a result of nonuniform wall thickness due to original manufac
turing and previous repairs, distortion caused by the last service 
cycle, and distortion due to part clamping in the machining 
fixture. Machining of segments is more problematic since two 
segments, each with a different repair history, may be clamped 
in a fixture next to each other, with a difference in parent metal 
wall thickness up to 0.5 mm (0.02 in.). 

Market research indicated that the problem with machining 
distorted parts is asking repair shops to consider alternative 
repair technologies (see below), where process efficiency is 
sacrificed in return for minimized parent metal removal. These 
processes include hand blending, chiseling, EDM, chemical 
stripping, and shearing. 

The advantage of a guidance system in the repair of airseals 
is the ability to extend the life cycle of the parts beyond the 
typical two to four repairs. 

Cases 
Also known as frames, cases are fundamentally structural 

parts, having a thin-walled shell with front and rear flanges. 
Due to their size, with diameters up to 1500 mm (60 in.), setup 

Fig. 6 
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of cases on a machine tool can take 8 hours or more. Typical 
reasons for machining cases are to remove fretting from a flange 
surface, to remove excess weld buildup, or to remove a worn 
plasma spray (also known as flame-spray and metallizing) 
buildup used for previous dimensional restoration. In these ap
plications, the ability to guide a cutter in parallel to the base 
metal may alleviate the need for setup altogether. The primary 
requirement in these operations is to cut parallel to the existing 
parent metal. For selective cutting of plasma spray, where the 
goal is to eliminate an existing layer of plasma spray, sensors 
other than lasers can be used to accomplish this task. 

Alternative Technologies 
The purpose of developing a new technology is usually to 

provide the user with a means to do a job "better, faster, and 
cheaper," with the baseline or reference point being the alterna
tive technologies afforded to the user. This case is no exception. 
A brief description is provided below for reference only. 

Chemical stripping is a means to dissolve the braze alloy, or 
plasma spray, selectively, without affecting the parent metal. 
This method is effective particularly in situations where the 
chemical composition of the parent metal is significantly differ
ent from that of the braze alloy or plasma spray. 

Water jet stripping is a means to selectively chisel or blast a 
layer or coating such as plasma spray or silicone rubber away 
from the parent metal by means of a high-energy water jet, 
approximately 1 mm (0.04 in.) in diameter. This method is 
limited by the requirement to set up a dedicated shop floor area 
to accommodate the water supply system, sound attenuation, 
and the related robotic manipulator. 

Manual machining should be counted as an important alterna
tive since it is widely used throughout the repair industry. The 

shortcoming of the manual approach is the operator dependency 
and long setup time, in particular for case repair. 

Chisel and blend is a form of manual operation in which the 
bulk of the honeycomb or rubber is removed with a pneumatic 
chisel. Typically, the balance of the undesirable layer is re
moved by hand blending using a hand-held power tool. 

Electro Discharge Machining (EDM) is used in limited situa
tions. While EDM is a high-precision method of material re
moval, it is a very slow process requiring several hours per 
part. 

Conclusion 
The introduction of an autonomous, laser-guided tooling for 

jet engine component repair was based on the principal of mod
erate automation. Its design considerations and principles were 
developed with the machine operator in mind. Similar principles 
can be applied to new areas of automated equipment. The diffi
culties in introducing this new technology to the shop floor 
included not only issues related to user interface, but also to 
the technical difficulties of collecting reliable data at high rates. 
Simple electronic, mathematical, and statistical algorithms 
proved to be insufficient for accurate trajectory generation. 
However, the use of pattern recognition methods raised the 
accuracy to acceptable levels. 

The use of machining equipment with the authority to decide 
upon and execute a cutting trajectory independently has poten
tial for many other applications requiring selective cutting. 
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Comparison Between EBW and 
GTAW for Turmo IV C 
Compressor Blade Repairs 
A research study was undertaken to evaluate whether electron beam welding (EBW) 
or gas tungsten arc welding (GTAW) could be utilized for repairs to the leading 
edges of the Turmo IV C compressor blades. These blades are manufactured from 
TI-6AI-4V. The study entailed performing a series of welding trials. For the GTAW 
process a matching filler metal to the parent metal was used, whereas for the EBW 
process, the welds were made autogenously. After metallographic examination of 
the weld microstructure, mechanical property assessments were undertaken, namely 
tensile and fatigue tests, the latter being a stringent test to evaluate the performance 
of the welded joint. The results demonstrated that the EB welds had equivalent 
properties to the parent metal, whereas the GTA welds had poorer fatigue properties 
due to undesirable microstructure that resulted in the weld zone. The results achieved 
herein showed that the EBW process would be an appropriate technique for the 
restoration of these compressor blades. 

Introduction 
Turmo compressor blades from the Puma helicopter suffer 

from severe sand erosion, resulting in degradation of the leading 
edge of this aerofoil. Due to the fact that EBW and GTAW are 
two joining processes that have been extensively used in the 
manufacture and repair of gas turbine components (Yonesawa, 
1987; Becker et al., 1980; Brene, 1980; Broomfield, 1986; Far
thing, 1984) a study was initiated to investigate the feasibility 
of undertaking a weld repair to restore the leading edge back 
to its original dimension. The definition of a successful weld 
repair applied by the customer was that the final weld repair 
should have equivalent mechanical properties to that of the 
parent metal. This was most relevant for the fatigue properties. 
These blades are manufactured from Ti-6A1-4V material, which 
is regarded by the aviation industry as the "work-horse" of the 
Ti alloys. Receiving approximately 75 of these blades it was 
found that in the worst case the erosion occurred 30 mm along 
the tip of the blade and 10 mm away from the hub of the 
blade along the leading edge as indicated in Fig. 1(a) and 
schematically in Fig. 1(b). 

Proposed Repair Scheme in General Principles 

(a) Inspection of eroded area. 
(b) Machining of eroded area. 
(c) Preparation of surfaces to be welded. 
(d) Cleaning of prepared surfaces. 
(e) EB weld preformed or forged section onto the eroded 

blade or GTA weld up the eroded area. 
( / ) Inspection for cracks. 
(g) Restoration of the welded blade to its original profile. 
(h) NDE evaluation by X-ray and fluorescent dye penetrant 

inspection. 
(«') Postweld heat treatment if necessary. 
(j) QA inspection and over check. 

Experimental Procedure 
As these blades are manufactured from Ti-6A1-4V, some 1.6 

mm IMI 318 alloy in sheet form was purchased from IMI Tita
nium in the United Kingdom to match the thickness of the 
blades where erosion occurred. 

For metallographic investigation, two sheets of dimensions 
50 X 50 X 1.6 mm were butt welded together in a square groove 
configuration, as shown schematically in Fig. 2. Prior to welding 
the mating surfaces for both the GTA and EB welds were 
sheared with a guillotine, then ground and the edges deburred 
with no chamfering necessary. After machining all sheet sam
ples were soaked in an aqueous solution of 2 -» 4 percent HF 
and 30 -* 40 percent HN03 acid, followed by an appropriate 
water rinse and drying. After chemical cleaning the samples 
were cleaned with toluene as preweld cleaning is critical to 
weld quality, since any foreign matter (solvents, dirt, or oil) 
on the mating surface would be detrimental, both metallurgi-
cally and mechanically, to the weld properties. For EBW the 
two sheets were welded autogenously at a voltage of 120 kV, 
beam current of 7.5 mA, welding speed of 40 mm/s, and focus 
current of 1.823 mA. The maximum joint gap stipulated when 
welding was 0.1 mm. However, in most cases the joint gap was 
less than 0.05 mm. 

For GTAW, the same joint configuration as shown in Fig. 2 
was utilized and welding was performed using a 1.6-mm-dia 
filler metal of Ti-6A1-4V in an argon dome. Essentially all 
GTA welds were performed at a voltage of 12 V and current 
of 100 A. 

For the mechanical properties evaluation, specimens were cut 
out from the annealed welded sheet as shown schematically in 
Fig. 3. The tensile and fatigue strength test configurations for 
the welded joints are shown in Figs. 4(a) and (b), respectively. 

All fatigue testing was axial tension-tension using a mini
mum-to-maximum stress ratio R 

R factor = 
_ o M I N \ 

~ o MAX/ 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute February 16, 1994. Paper No. 94-GT-50. Associate Techni
cal Editor: E. M. Greitzer. 

of 0.1 at a testing frequency of 10 Hz. All welded specimens 
had the crown of the weld and any undercutting ground flat 
prior to fatigue testing. 

It is well known (Rabelotto, 1968) that residual welding 
stresses affect the mechanical properties of welds. It has been 
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GTA or EB watd 

Fig. 1 (a) Erosion along the leading edge of the compressor blade 

10 mm 

Fig. 1 (b) Schematic representation of erosion along the leading edge 
of the blade 

reported that the highest values of residual stress in Ti-6A1-4V 
welds occur when the EBW process is used; values up to 49 
percent of the UTS have been encountered (Rabelotto, 1968). 
This strongly influences the fatigue behavior of the weld. 

For this reason, two heat treatments were investigated to 
reduce the levels of residual stress, namely: 

• annealing at 700°C for 1 hour in vacuum then slow cool 
to room temperature 

• stress relieving at 550°C for 4 hours in vacuum then slow 
cool to room temperature 

It so happens that the temperature at which stress relief occurs 
is also 30°C above the aging temperature for Ti-6A1-4V and 
hence an increase in hardness is expected to occur in the base 
metal with some loss in ductility. 

220 mm 

Fig. 3 Weld joint showing areas for tensile and fatigue investigation 

After the last weld heat treatment all welded samples were 
NDE examined for cracks and porosity via X-rays. 

Metallographic Results and Discussion 

EBW. Figure 5 shows the fusion zone to consist of acicular 
martensitic a' needles dispersed in prior /3 grains. The a' nee
dles can be more clearly seen in Fig. 5(b). The HAZ as seen 
in Fig. 6 consists of a mixture of martensitic a' and primary a. 
The parent metal as seen in Fig. 7 consists of almost (bright) 
equiaxed a with (dark) /? around the a grain boundaries. Figure 
8 is a macrograph of the EB weld, where columnar grains bigger 
than those of the parent metal can be seen. 

As there is a lack of a phase on the prior 0 grain boundaries 
in Fig. 5(a) and Fig. 8, this implies that the cooling rate was 
fast (Mazumder and Steen, 1982). These microstructures are 
similar to those found in a study by Banas (1974) on EBW, 
LBW, and PAW. The fusion zone, which consists of a ' as the 
principal phase, would be expected to lack ductility as Bartlo 
(1961) showed in a detailed study of individual structures. He 
also noted that this structure had good fatigue strength. 

GTAW. Figure 9(a) shows the fusion zone to consist of 
a Widmanstatten a arrangement and the serrated a. Figure 9(ft) 
shows a at the large prior 0 grain boundaries, which is an 
indication of the slow cooling rate with GTAW. Part of the 
HAZ as seen in Fig. 10(a) consists of a mixture of acicular a 
and martensitic a'. The part of the HAZ close to the parent 
metal as seen in Fig. 10(£>) consists of a' needles and primary 
a. The HAZ experiences the fastest cooling rate and this is the 

\j±S 
_f : Ii»« : \ 

OAUOC 
LENOIIt 

Fig. 4(a) Transverse tensile test configuration for welded joints 

220mm 

v ^ l y 
/ : | twiii ~ ^ 

30mm 

Fig. 2 Weld joint to be used for metallurgical investigation (all dimen
sions in mm) 

OAUQE 
LENGTH 

Fig. 4(b) Transverse fatigue test configuration for welded joints 

546 / Vol. 117, JULY 1995 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 5(a) Micrograph of the fusion zone showing acicular martensitic 
a' needles dispersed in prior (S grains, magnification 100x 

reason why a' needles formed. The parent metal as seen in Fig. 
11 consist of bright equiaxed a with dark p around the a grain 
boundaries. Figure 12 is a macrograph of the GTA weld and 
clearly the fusion zone area can be distinguished from the parent 
metal by the very large grain size in the fusion zone area. The 
grains in the fusion zone are 100 times bigger than those present 
in the parent metal. 

The Widmanstatten microstructure in the fusion zone is unde
sirable for welds that have to endure fatigue conditions ac
cording to Bergmann et al. (1991). 

The reason for the difference in the fusion zone microstruc-
tures of the GTA and EB welds can be explained as follows. 
When the weld cools from above 990°C (the (31 {a + P) 
transus), the transformed p structure varies from martensitic to 
Widmanstatten as the cooling rate decreases from water quench 

Fig. 6 Micrograph cf the HAZ consisting of a mixture of martensitic a' 
and primary a, magnification 200 > 

Journal of Engineering for Gas Turbines and Power 

Fig. 7 Micrograph of the parent metal consisting of almost equiaxed a 
with p around the a grain boundaries, magnification 200X 

speeds to those characteristics of air cooling (Collings, 1983). 
As the cooling rate is much faster with EBW (note the welding 
speed is very fast at 40 mm/s, which results in a low heat input) 
than GTAW (which is a high heat input process resulting in 
slow cooling rate), the EB welds should show a martensitic 
structure whereas the GTA welds should be a Widmanstatten 
structure. This was the case as found in the study. 

Also the a phase on the prior p grains indicates a slow 
cooling rate typical of GTAW, whereas the absence of this 
phase in Fig. 5 indicated a fast cooling rate typical of EBW. 

Hardness Surveys and Discussion 
Figure 13 shows the hardness variation across the EB weld 

in the as-welded condition. There is an increase in hardness 
from 315 Hv in the parent metal to 358 Hv in the HAZ, to 365 
Hv in the fusion zone. The maximum difference in hardness 
between the parent metal and fusion zone is therefore 50 Hv. 

Figure 14 shows the hardness survey variation across the EB 
weld in the welded + annealed condition. There is an increase 
in hardness from 315 Hv in the parent metal to 355 in the HAZ, 
to 358 Hv in the fusion zone. The maximum difference in 
hardness between the parent metal and fusion zone is therefore 
43 Hv. 

Figure 15 shows the hardness variation across the EB weld 
in the welded + stress relieved condition. There is an increase 
in hardness from 329 Hv in the parent metal to 343 Hv in the 
HAZ to 350 Hv in the fusion zone. The maximum difference 
in hardness between the parent metal and fusion zone is there
fore 21 Hv. 

Figure 16 shows the hardness variation across the as-welded 
GTA weld. As can be seen, the maximum hardness occurred 

Fig. 8 Macrograph of an EB weld, magnification 30x 
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Fig. 9(a) Micrograph of the fusion zone consisting of Widmanstatten a Fig. 11 Micrograph of the parent metal consisting of almost equiaxed 
and serrated a, magnification 200x a with [i around the a grain boundaries, magnification 200;< 

t i n yi'uKKMIMHMHiiailu. 

Fig. 9(b) Micrograph showing a at the large prior fi grain boundaries 
indicative of slow cooling, magnification 100x 

Fig. 12 Macrograph of a GTA weld, magnification 12 < 

Fig. 10(a) Micrograph of the HAZ consisting of a mixture of acicular a 
and martensitic a', magnification 100x 

... • . - - ' - ' . a 

in the HAZ. This is the area where the fastest cooling rate 
occurred. The fusion zone is softer than the parent metal, prov
ing that the Widmanstatten structure is softer than the martens
itic structure. The difference in hardness between the parent 
metal and the HAZ is 130 Hv. Figure 17 shows the hardness 
variation across the GTA weld in the welded and annealed 
condition. As can be seen, the hardness in the HAZ has de
creased significantly due to this annealing. The fusion zone is 
still the softest area. The difference in hardness between the 
parent metal and HAZ is 42 Hv. Figure 18 shows the hardness 
variation across the GTA weld in the welded and stress relieved 
condition. The hardness in the parent metal has now increased. 
The maximum hardness and softness occurred in the HAZ and 
fusion zone, respectively. 

WELDING SPEED USED WAS 40mm/s 

VICKERS HARDNESS 
380 

370 

350 

340 

330 

320 

310 

300 

- • • • • • • • / • - • • • • • • • / • - • • • • • • • / • 

PARENT 
METAL HAZ FUSION 

ZONE , HAZ PARENT 
METAL, 

Fig. 10(b) Micrograph of the HAZ consisting of a' needles and primary 
a, magnification 100x 
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Fig. 13 Hardness survey across as-EB welded Ti-6AI-4V sheet 
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Fig. 14 Hardness survey across EB welded and annealed Ti-6AI-4V 
sheet 
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Fig. 15 Hardness survey across EB welded and stress relieved Ti-6AI-
4V sheet 
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Fig. 17 Hardness survey across GTA welded and annealed Ti-6AI-4V 
sheet 
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Fig. 18 Hardness survey across GTA welded and stress relieved Ti-6AI-
4V sheet 

the microhardness variation, such that the microhardness is con
stant for the entire width of the fusion zone. 

For EBW, as can be seen from Fig. 13, the maximum hard
ness occurred in the fusion zone. After postweld annealing (Fig. 
14) the hardness in the fusion zone drops, implying that the 
annealing heat treatment partially annealed the weld. More sur
prising after postweld stress relieving (Figure 15), the hardness 
in the fusion zone dropped further and as was expected the 
hardness in the parent metal increased. 

Postweld annealing had not reduced the microhardness varia
tion across the fusion zone, whereas stress relieving reduced 
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Fig. 16 Hardness survey across as-GTA welded Ti-6AI-4V sheet 
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Mechanical Property Results and Discussion 

Tensile Strengths. Tensile strengths can be found in Tables 
1 and 2. The results are an average of four samples. 

All the EB welded tensile specimens in their various condi
tions failed in the parent metal. Due to the fine acicular martens-
itic a' needles in the fusion zone, the weld often exhibits higher 
tensile strengths than the base metal and for this reason failure 
occurred in the parent metal. 

As can be seen in Table 1, the tensile and yield strengths of 
the EB welds are elevated by stress relieving. The percentage 
elongation, however, does decrease significantly. Also the ten
sile and yield strengths of the EB welds decreased slightly 

Table 1 Summary of the tensile properties of the EB welds 

Condition of 
Specimen 

Tensile 
Strength 

(MPS) 

Yield 
Strength 

(MPS) 

Elongation 

Parent Metal 1035 954 17 

As-Welded 1050 962 12.5 

Welded + 
Annealed 

1020 937 13,5 

Welded + 
Stress 
Relieved 

1078 1001 10,5 
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Table 2 Summary of the tensile properties of the GTA welds 

Condition of 
Specimen 

Tensile 
Strength 

(MPa) 

Yield 
Strength 
(MPa) 

Elongation 

Parent Metal 1035 954 17 

As-Welded 1047 971 8.5 

Welded + 
Annealed 

996 927 10,5 

Welded + 
Stress 
Relieved 

1014 910 7,5 

1,000 
STRESS (MPa) 

100,000 1,000,000 

NUMBED OF CYCLES 

* OA1A 1 H- DATA I X OATA » • OA1A 4 

DATA I t WELDED AND ANNEALED AT 700-C Eon thr 
DATA a t AS WELDED DATA S : PAHEHT METAL 
DATA 11 WELDED ANO STRESS BELIEF AT S90*C FOR U» 

Fig. 19 Fatigue properties of EB welded 1.6 mm Ti-6AI-4V sheet 

Table 3 Fatigue strength of EB welded specimens 

Condition of 
Specimen 

Endurance 
Limit in MPa 
at 10 cvcles 

Percentage 
of Parent Metal 

Endurance Limit 

Parent Metal 550 

As-Welded 400 73 

Welded + 
Annealed 

500 90 

Welded + 
Stress 
Relieved 

545 99 

by postweld annealing; however, the percentage elongation is 
slightly improved compared to the as-welded and welded + 
stress relieved condition. 

All the GTA welded tensile specimens in their various condi
tions failed in the parent metal. Due to the acicular Widmanstat-
ten a arrangement and serrated a microstructure in the fusion 
zone, the weld exhibited higher tensile strengths than the base 
metal except for the welded and annealed specimens where the 
annealing reduced the tensile strength to lower than the base 
metal. 

Except for the welds on the annealed specimens, all welded 
specimens including the stress relieved specimens had very low 
elongations, which are on the order of 50 percent of the parent 
metal. The elongation of the welded and annealed specimens 
was slightly higher at about 62 percent of the parent metal. This 
decrease in elongation is probably due to the Widmanstatten 
and serrated a microstructure. 

Fatigue Data. The fatigue properties and S-N fatigue 
curves (i.e., stress versus number of cycles to failure) of the 
EB and GTA welded specimens can be found in Tables 3 and 
4 and Figs. 19 and 20, respectively. 

For the EB welded specimens, the fatigue strength/endurance 
limit of the as-welded specimens is 73 percent of the parent 
metal fatigue strength. This is due to the weld microstructure 
and the high residual welding stresses that result after EBW. 
Annealing is not a completely effective means of reducing the 
residual stresses and for this reason, annealed specimens failed 
at 90 percent of the parent metal fatigue strength. Stress relief 
at 550°C for 4 hours seems to be an effective means of greatly 
reducing the residual stresses. This is seen by the equivalent 
fatigue strength of the stress-relieved welds compared to those 
of the parent metal. 

For the GTA welded specimens, the fatigue strength /endur
ance limit of the as-welded specimens is 75 percent of the parent 
metal fatigue strength. The welded + annealed and welded + 
stress-relieved welds had a fatigue strength /endurance limit of 
73 percent of the parent metal. Therefore the postweld heat 
treatment did not play a role in increasing the fatigue properties 
of the welded specimens. Thus the comment by Bergmann et 
al. (1991) seems correct that the Widmanstatten and serrated 
a microstructures are associated with low high cycle fatigue 
properties. The extremely interesting result achieved when fa
tigue testing the GTA welds was that the low cycle fatigue 
properties were better than those of the parent metal. No reason 
for this phenomenon was found. 

The reason for the EB welds having better fatigue properties 
than that of the GTA welds is because the EB welds have a finer 
microstructure and smaller grains in the fusion zone whereas the 
GTA welds have a Widmanstatten microstructure and large 
grains in the fusion zone. 

Fracture Characteristics 

Fracture surfaces of the fatigue test specimens of the EB 
welds, regardless of the condition, revealed dimpled fracture 
surfaces as seen in Fig. 21. 

Table 4 Fatigue strength of GTA welded specimens 
STRESS (MPa) 

Condition of 
Specimen 

Endurance 
Limit in MPa 
at 10 cvcles 

Percentage 
of Parent Metal 

Endurance Limit 

Parent Metal 550 

As-Welded 410 75 

Welded + 
Annealed 

400 73 

Welded + 
Stress 
Relieved 

400 73 

--DATA 1 
+ DATA 2 
** DATA 3 
* DATA 4 

100.000 1.000,000 1.000E+07 

DATA 1: PARENT METAL DATA 2 : AS-WELDED 
DATA 3: WELDED AND ANNEALED AT 700'C.FOR Ihr 
DATA 4; WELDED AND STRESS RELIEF AT S50*C FOR I hi 

Fig. 20 Fatigue properties of GTA welded 1.6 mm Ti-6AI-4V sheet 

550 / Vol. 117, JULY 1995 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 21 Dimpled fracture surface of fatigue test specimen 

NDE Examination 

All welds were X-ray examined using Sauerwein real time 
microfocus X-ray system with full computer image enhance
ment at a voltage of 110 kV, a current of 0.7 mA, and filament 
current of 0.34A. No significant defects such as porosity or 
cracking were observed for either the EB weld or GTA weld 
as seen in Figs. 22 and 23, respectively. 

Conclusions 

From this study the following conclusions were made for 
EBW of 1.6 mm T1-6A1-4V sheet: 

(a) For the EB welds, regardless of the postweld treatment 
used, the microstructure of the fusion zone consisted 
of acicular martensitic a' needles dispersed in prior /? 
grains. The HAZ consisted of a mixture of a' and 
primary a. The parent metal consisted of almost equi-
axed a with /3 around the a grain boundaries. 

(b) The fusion zone consisted of small columnar grains 
that were larger in size than the equiaxed grains in the 
parent metal. 

(c) The width of the fusion zone was on the order of 2.3 
mm. 

(d) For all welded specimens, whether postweld heat 
treated or not, the maximum hardness occurred in the 

Fig. 22 X-ray analysis of an EB weld in 1.6 mm T1-6AI-4V sheet 
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Fig. 23 X-ray analysis of a GTA weld in 1.6 mm Ti-6AI-4V sheet 

fusion zone. Postweld annealing tended to soften the 
weld partially as seen by the decrease in hardness in 
the fusion zone. Postweld stress relief tended to in
crease the hardness partially in the parent metal. Post
weld annealing had not reduced the microhardness 
variation in the fusion zone, whereas stress relief re
duced the microhardness variation, such that the micro-
hardness was constant for the entire width of the fusion 
zone. 

(e) The tensile strengths of the as-welded, annealed, and 
stress-relieved specimens were greater than that of the 
parent metal. Due to the fine acicular martensitic a' 
in the fusion zone, the weld exhibited higher tensile 
strengths than that of the parent metal. 

( / ) The presence of larger grains in the fusion zone and 
residual welding stresses affected the fatigue properties 
of the as-welded specimens, such that it took approxi
mately 2.5 times as many cycles to fail the stress-
relieved welded specimens as the as-welded speci
mens. Thus residual welding stresses have a detrimen
tal effect on the fatigue properties of the welds. Stress 
relief at 550cC/4 hours raised the endurance limit to 
that of the parent metal (i.e., 550 MPa), whereas post
weld annealing at 700°C/1 hour raised the endurance 
limit to 90 percent (500 MPa) of the parent metal's 
endurance limit. Therefore by stress relief, EB weld 
fatigue properties are made equivalent to that of the 
parent metal. 

(g) Nondestructive examination using X-ray techniques re
vealed welds free of porosity and cracking. 

From the study the following conclusions were made for 
GTAW of 1.6 mm Ti-6A1-4V sheet: 

(h) For the GTA welds, the microstructure of the fusion 
zone consisted of a Widmanstatten a arrangement and 
serrated a microstructure with the HAZ consisting of 
these structures and primary a. The parent metal con
sisted of equiaxed a with /3 around the a grain bound
aries. 

( 0 The fusion zone consisted of very large grains due to 
the slow cooling after GTAW. 

(;') The width of the fusion zone was on the order of 5.5 
mm. 

(k) For all welded specimens, whether postweld heat 
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Electron bum w«ld Una 

Electron bum witd 
ntw section 

Fig. 24 EBW of new section onto the area where the erosion took place 

treated or not, the maximum hardness occurred in the 
HAZ. Postweld annealing tended to soften the HAZ 
partially as seen by the decrease in hardness in this 
area. Postweld stress relief tended to increase the hard
ness in the parent metal partially. Neither postweld 
annealing or stress relief reduced the microhardness 
variation in the fusion zone. 

(/) The tensile strengths of the as-welded and welded + 
stress-relieved specimens were greater than those of 
the parent metal. Due to the presence of the Widman-
statten a and serrated a in the fusion zone, the GTA 
welds exhibited higher tensile strengths than the base 
metal. 

(m) The presence of the Widmanstatten and serrated a re
duced the fatigue strength/endurance limit of all the 
welded specimens. The postweld heat treatment did not 
increase the high-cycle fatigue properties. However, 
rather surprisingly the low-cycle fatigue properties of 
the welded + annealed and welded + stress-relieved 
specimens were better than those of the parent metal. 
No reason was found for this phenomenon. 

(n) Nondestructive examination using X-ray techniques re
vealed welds free of porosity and cracking. 

From both studies on EBW and GTAW of Ti-6A1-4V, it was 
concluded that although the tensile properties of the GTA welds 

Fig. 26 EB welded repaired blade fully machined and re-contoured: EB 
weld seam can be seen due to macroetching 

were better than those of the parent metal, the fatigue strength 
was only 73 percent of the parent metal's fatigue strength. Thus 
from a repair point of view the GTA welds would not have 
equivalent fatigue properties to those of the parent metal. How
ever, the EBW results certainly looked promising as both the 
tensile strength and fatigue strength of welds were equivalent 
to those of the parent metal, once the welded samples were 
given a stress relief heat treatment of 550°C/4 hours. As the 
customer had a well-maintained EB facility, the customer felt 
that the advantages of the EBW process (e.g., fast travel speed, 
high production rates, little distortion, small fusion and heat-
affected zone, etc.) in combination with the results achieved in 
this study would make the EBW repair of Turmo IV C compres
sor blades a viable proposition. Thus a repair scheme using 
EBW was developed accordingly. Figure 24 shows schemati
cally how a new preformed section was welded onto the eroded 
blade. Figure 25 shows schematically how the leading edge 
must be restored to its original profile via CNC milling. Figure 
26 shows an actual blade fully EB welded where the leading 
edge has been restored to its original profile. The repaired blade 
was subsequently etched and the EB weld can be clearly seen. 
Figure 27 shows a macrograph of the EB weld joining a 2.6 
mm sheet section onto the 1.6 mm blade. 

Fig. 25 Restore leading edge profile, CNC machine, and blend to ex
isting profile 

Fig. 27 Macrograph showing the new section, which was EB welded to 
the blade, magnification 20>: 
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Fig. 28 TiN coated compressor blade 

For demonstration purposes a TiN coating was placed on the 
repaired blade, Fig. 28, to slow the rate of future erosion. This, 
however, was not evaluated and hence will form part of a study 
in a future program. 

Based on the results attained in this study the following repair 
scheme was deemed viable for the repair of sand-eroded Turmo 
compressor blades: 

(a) Inspection of eroded area. 
(b) Machining of eroded area. 

Journal of Engineering for Gas Turbines and Power 

(c) Preparation of surfaces to be welded. 
(d) Cleaning of prepared surfaces. 
(e) EB weld preformed or forged section onto the eroded 

blade. 
( / ) Inspection for cracks. 
(g) Restoration of the welded blade to its original profile. 
(h) NDE evaluation by X-ray and fluorescent dye penetrant 

inspection. 
(i) Postweld heat treat at 550°C for four hours. 
(j) QA inspection and overcheck. 
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Gas Turbine Acoustic Enclosure 
Design by the Statistical Energy 
Analysis Method 
Acoustic enclosure design is a complex problem that involves the interaction of 
multiple components. Yet the present conventional approach uses a two-dimensional 
closed-form solution to evaluate transmission loss of acoustic wall. In this paper, 
Statistical Energy Analysis (SEA) was first studied for simple cases of radiation 
efficiency, transmission loss, and flanking path calculations. The effectiveness of the 
SEA method for complex systems was then demonstrated through a practical design 
application to gas turbine enclosure. It was found that SEA was a useful tool for gas 
turbine acoustic enclosure design. 

1 Introduction 

The effectiveness of the acoustic design for an enclosure 
depends on many factors, such as the transmission loss of the 
enclosure wall, the absorption of wall surfaces, the interaction 
between acoustic spaces, and the transmission of energy among 
structural components. The two-dimensional closed-form solu
tion of a plate-type structure [1] has been used to evaluate only 
the transmission loss across the enclosure walls. Other factors 
such as effects of structure-borne noise transmission, etc., are 
generally neglected or estimated by empirical equations in this 
approach. Statistical Energy Analysis (SEA) [2] , on the other 
hand, maintains energy balance among the components. Hence, 
noise transmission between acoustic spaces, acoustic space to 
structure, and structure to structure are accounted for simultane
ously. 

Crocker et al. [3] have applied SEA to calculate transmission 
loss of single and double wall panels. DeJong [4] applied SEA 
to single composite material panel transmission loss predictions. 
Recently, SEA has been applied to double wall with bridges 
[5]. Although SEA is most suitable for complex system noise 
evaluation such as aircraft, automobile cabin noise, marine ma
chinery noise transmission [6] , etc., it has not been applied to 
the acoustic insulation design of multiple component systems. 
The purpose of this paper is to demonstrate the applicability of 
the SEA method to complex system noise evaluation of gas 
turbine acoustic enclosures. 

2 Statistical Energy Analysis 
SEA is a procedure to calculate vibrational energy balance 

in a system. As vibrational energy inside the enclosure builds 
up, it is transmitted to the least resistant paths. The amount of 
energy each panel receives from the source depends on the 
wall thickness, the air gap size for double wall, the damping 
treatment, etc. The acoustic panels not only receive or radiate 
energy to the acoustic spaces, but also interact with other struc
tural components such as supporting subbase beams, etc. 

Parameters commonly used in acoustic evaluations by closed-
form solutions are directly or indirectly related to the SEA 
equations. For example, radiation efficiency of a plate into a 
half-space is related to coupling loss factor by 

Vn 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute February 9, 1994. Paper No. 94-GT-354. Associate Techni
cal Editor: E. M. Greitzer. 

Ulpphp 

where S = surface area, p = density, c0 = wave speed air, and 
hp = plate thickness. 

Figure 1 shows the radiation efficiency of a simple plate 
calculated by the SEA approach as compared with test data 
obtained from open literature [7, 8] . The plate (baffled or un-
baffled) was modeled by one transverse element with the appro
priated surface area and thickness. A single acoustic space was 
used for the fluid (water or air) media. The results indicated 
that SEA predictions were within the test data scattering band. 

Transmission loss is related to coupling loss factor for a panel 
inserted between two acoustic spaces by 

Vn 
c0S 

STTfv 

TL = - 10 log rjn + 10 log 
CpS 

4v0u> 

where v = volume. The sound absorption coefficient is consid
ered in SEA by the dissipation loss factor of an air cavity: 

Vm = 
c0S a 

4nv f 

Gas turbine acoustic enclosures are often insulated by dou-

frequenoy , Hz 

Fig. 1 Radiation efficiency calculated by the SEA 
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Fig. 2 Comparison of TL calculated by the closed-form solution and 
by SEA 

ble wall panels . Generally, a four " ene rgy b l o c k " multi junc-
tion subsystem is required to model this wall at high frequen
cies. Direct coupling between acoustic spaces, which follows 
mass law, is considered by mass-spring-mass junctions at 
low frequencies. Figure 2(a) shows the transmission loss 
and noise reduction calculated by a closed-form solution [1] 
and the SEAM [ 9 ] computer code for a double wall inserted 
in between two rooms. Agreement of results by these two 
approaches for this simple system is quite satisfactory. The 
effect of flanking path is important in system noise design. 
For example, a small area of untreated expansion joint may 
degrade the enclosure noise performance substantially. Us
ing the configuration in Fig. 2 ( a ) , the effect of opening is 
predicted for cases with a second panel made of g in. 
untreated single steel plate. Figure 2(b) shows the results 
of SEA calculated transmission loss degradation, as com
pared with those calculated by transmission coefficient and 
area ratio [10]. The results predicted by the SEA agree well 
with the calculation for most of the frequency ranges. 

3 SEA Model of Gas Turbine Enclosure 
The SEA model of a marine gas turbine and its enclosure 

consists of approximately 80 energy blocks and 150 junc
tions, as shown in Fig. 3. Double wall panels are installed 
at the inlet and exhaust ends. Single wall with mineral wool 
insulation is used in the middle turbine casing area. Inlet 
and exhaust stacks are modeled by pipe energy blocks. Exci
tation in the form of sound pressure levels is applied at the 
inlet plenum, outlet plenum, and outside the turbine casing. 
Sound power radiation to the engine room is considered by 

INLET 

OIFFUSEB 
\ , ENCLOSUflE PLATE \ 

J J- 1 1 I i 

<• SHIP SUPPORTING SINK ) 

Fig. 3 SEA model of a marine gas turbine with enclosure 

including near-field and far-field three-dimensional acoustic 
energy blocks. 

Responses at typical critical locations are plotted and com
pared with those obtained by two-dimensional closed-form solu
tions, as shown in Fig. 4. Due to the differences in assumptions 
in modeling approaches, it is expected that acoustic responses 
predicted from a two-dimensional simple model would be dif
ferent from that of a three-dimensional system model at some 
locations. Discrepancies depend on, among other factors, the 
amount of interaction between components. If energy flow to 
an acoustic space is solely from a single panel, two-dimensional 
closed-form solutions will usually produce a decent prediction. 
However, more often than not, responses at an acoustic space 
are results of multiple paths of sound transmission, reflection, 
and absorption of other acoustic spaces and structural compo
nents. The impact of three-dimensional characteristics can not 
be ignored. 

To illustrate this point of view, the effects of untreated bottom 
acoustic enclosure wall on near-field sound pressure levels were 
calculate by the SEA method. Three cases were compared 
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Fig. 4 Comparison of TL calculated by the closed-form solution 
and SEA 
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Table 1 

bottom wall inside insulation outside 
insulation 

relative SPL at 
one meter 

case 1 1/4" steel plate 
damped 

4" fiberglass none 0 dB (baseline) 

case 2 1/4" steel plate 
undamped 

none none 5tol0db 
increase 

case 3 1/4" steel plate 
undamped 

none 3" fiberglass approx. 3 dB 
increase 

' Numbers shown are 100 x 100% ' Numbers shown are lOOx 100% * Numbers shown are 100 x 100% 

1 Tatal \ 
/ Power ] 
\ Input I 
\ 100ft / 

| u | 
0.0 1.2 ^ .01 

Near 
field 

0.05 Near field * 

( Total \ 
[ Power j 
\ Input J 
\ 100% / 

1 ,12.4 | 

;>-fc - ,1 "} 0.2 
•^r- i • 

x 0.005 

Damped and Insulated (baseline) 

Xboitom plain "• 98 dB 

-t̂ r 
No Damping Treatment, No Insulation (Case 2) 

XbottompUio-llSdB 
No Damping Treatment, Insulated Outside (Case 3) 

^boltomplaio-113dB 

Fig. 5 Comparison of percentage of energy flow at 1600 Hz for treated and untreated bottom enclosure panel 

on relative sound pressure level base as shown in Table 1 and 
Fig. 5. 

The most efficient design of the bottom panels is not only 
to insulate the wall but also to damped out the structural 
responses (baseline case). However, two alternatives are 
desirable from practical design considerations. When the 
bottom wall is totally untreated (case 2) , the plate surface 
becomes a significant noise flanking path. 3.4 percent of the 
total energy " leaks" through the untreated, undamped plate 
to the bottom acoustic space and transmitted to the near-
field side resulting in a 5 to 10 dB SPL increase. If insulation 
is provided outside the enclosure wall (case 3) , between the 
bottom plate and the foundation, most of the energy (6.8 out 
of 7.2 percent) is absorbed by the insulation material. Other 
parts of structural and acoustic paths could only contribute 
to the SPL increase of 3 dB. These analytical results are 
consistent with industrial experiences. 
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Design and Development of the 
WR-21 Intercooled Recuperated 
(ICR) Marine Gas Turbine 
The U.S. Navy is developing an Intercooled Recuperated (ICR) marine gas turbine, 
designated the WR-21, for propulsion of future surface ships. The objectives of this 
development program and the key technical requirements are summarized. The design 
of the WR-21 is described in considerable detail. Meeting all the design requirements 
for performance, space, weight, reliability, maintainability, and life has been chal
lenging. Numerous design tradeoffs and iterations have been performed to optimize 
the design within the constraints imposed in the ICR technical specification. Integra
tion of the WR-21 engine into the DDG51 Flight IIA ship, which is the U.S. Navy's 
first application, has influenced the WR-21 design. This paper discusses the aspects 
of the DDG-51 application that were factored into the design of the ICR engine in 
order to reduce installation costs. 

Introduction 
The objectives of this development program are to reduce 

propulsion fuel consumption by 30 percent, increase mainte
nance flexibility, enable meeting future emissions standards, 
and enhance ship mobility. The advanced development of 
the WR-21 began in late December 1991 with the competi
tive award of the contract to Westinghouse Marine Division 
in Sunnyvale, CA. This engine is based on the Rolls-Royce 
RB211 family of commercial airline engines. The parent 
aero-engine components are modified to incorporate an in-
tercooler and recuperator into the existing simple-cycle en
gine configuration. System integration, performance, and 
package design are Westinghouse responsibilities, and gas 
generator and power turbine development is performed by 
Rolls-Royce. The intercooler and recuperator are being de
veloped by Allied Signal Aerospace Systems and Equipment 
in Torrance, CA. Since the majority of the ship operating 
time is spent at low power and low speed, variable area 
nozzles are incorporated into the power turbine to maintain 
high thermal efficiency at off-design conditions. The devel
opment of a digital control system for the WR-21 is subcon
tracted to CAE in Montreal, Canada. 

Requirements 
The ICR technical specification [1] defines all the perfor

mance, design, operation, physical and installation, environ
mental, ship interface, and qualification requirements in detail. 
A previous paper on the WR-21 engine [2] summarized the 
major ICR requirements; hence the discussion here will be in
tentionally brief. During the detailed design of the ICR, conflicts 
between two or more requirements frequently arose. In order 
to resolve such conflicts and to guide the contractor team in 
optimizing the ICR design, the U.S. Navy specified the follow
ing relative ranking of ICR design attributes in order of descend
ing importance: 

(a) ICR unit production cost: 
• $6.5 million (FY91) 100th unit based on production 

rate of 20 per year 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute, February 9,1994. Paper No. 94-GT-79. Associate Technical 
Editor: E. M. Greitzer. 

(b) Fuel usage: 
• maximum allowable specific fuel consumption is 

specified at eight operating points from 2.5 to 110 
percent rated power as shown in Table 1. 

(c) Logistic support cost: 
• minimize modifications to maintain commonality 

with the aircraft core engine, and maximize use of 
standard parts, materials, and processes already in 
the Government inventory; 

(d) Reliability and maintainability: 
• minimum mean time between failure (MTBF) of 

1000 h for the ICR system, 20,000 h for the recuper
ator, 14,000 h for the intercooler, 4500 h for the 
control system including sensors, and 2200 h for all 
internal and external shipboard repairs; 

• minimum mean time between removal (MTBR) of 
10,000 h each for the gas generator and power tur
bine; 

• maximum mean time to restore system (MTRS) of 
24 h for all ICR O-level and I-level maintenance 
actions combined; 

• maximum time to remove and replace a gas genera
tor, 48 h; power turbine, 72 h; intercooler, 24 h; 
and recuperator, 120 h; 

• maximum mean time to repair (MTTR) controls, 2 
h, and lube oil module and other components, 
9.75 h; 

• maximum O-level preventive maintenance of 4.5 
man-hours per week and preventive plus corrective 
maintenance of 6.75 man-hours per week. 

(e) Survivability: 
• MIL-S-901 shock, external free field blast overpres

sure, nuclear-biological-chemical contamination, 
and MIL-STD-461 and -462 electromagnetic com
patibility requirements as tailored in the ICR techni
cal specification. 

( / ) Dimensions: 
• Limited to 8 m (315 in.) length, 2.64 m (104 in.) 

width, and 4.83 m (190 in.) height 
(g) Power rating: 

• 21.6 MW (29,000 hp) based on U.S. Navy standard 
rating conditions of MIL-E-17341. 

(A) Weight: 
• limited to 54,431 kg (120,000 lb) total dry weight. 
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(i) Noise: 
• MIL-STD-740 airborne and structureborne require

ments as tailored in the ICR technical specification. 
(j) Exhaust temperature: 

• limited to 387.8°C (730°F) when operating from 
idle to 110 percent power in the normal (non-by
pass) operating mode. 

As evidenced by the list above, affordability in terms of acquisi
tion and operating and support costs has become the highest 
priority of the ICR program. This reflects the post-Cold War 
reality of shrinking defence budgets and the need to do more 
with less. When the ICR development program began more 
than a decade ago, the priority was on increased performance 
and military capability, and increased cost was acceptable due 
to the higher threat level. 

Design and Development 
ICR design, development, and model and component rig test

ing have been on going since contract award on December 26, 
1991. The vast majority of the design work was completed by 
the December 1993 time frame. Meeting all design requirements 
for performance, space, weight, reliability, maintainability, and 
life has been challenging and has required design tradeoffs 
within technical specification constraints. The biggest chal
lenges were meeting fuel consumption, power, and envelope 
requirements while providing adequate access within the enclo
sure for maintenance and change out of engine modules. 
The ICR design is discussed in the following paragraphs and 
consists of enclosure, intermediate-pressure compressor (IPC), 
high-pressure compressor (HPC), combustor and combustor 
manifold, high-pressure turbine (HPT), intermediate pressure 
turbine (IPT), power turbine (PT), intercooler system, recuper
ator, and lube oil module (LOM), as shown in Figs. 1 and 2. 
The electronic control unit (ECU) and control system is de
scribed by Carlson [3] . 

Enclosure 
The enclosure, Fig. 3, houses the engine, recuperator core, 

recuperator ducting and valves, fire protection system, fresh 
water and glycol-cooled intercooler, intake bellmouth, exhaust 
collector, turbine to gear high-speed coupling shaft (HSCS), 
accessory gearbox (with fuel and lube oil pumps, air breather, 
and starter), enclosure heating and lighting system, enclosure 
cooling system, fuel system and other components such as IPC 
and HPC bleed air piping, igniter boxes, junction boxes and 

Table 1 

MAXIMUM ALLOWABLE SPECIFIC FUEL CONSUMPTION 

PERCENT MAXIMUM POWER TURBINE 
POWER ALLOWABLE OUTPUT SPEED 

SFC rad/s (rpm) 
g/kW-hr (Ib/hp-hr) 

2.5 520.9 (0.656) 110 (1053) 
5.0 404.4 (0.664) 139 (1326) 
10.0 322.5 (0.630) 175 (1671) 
20.0 258.6 (0.425) 220 (2105) 
30.0 230.0 (0.378) 252 (2410) 
50.0 208.1 (0.342) 299 (2857) 
75.0 206.3 (0.339) 343 (3271) 
100.0 219.1 (0.360) 377 (3600) 

CONDITIONS FOR MAX ALLOWABLE SFC 
Power turbine speed based on cubic propeller load, 
100* power equals 19.7 MW (26,400 bhp) 
37.78 C (100 F), 101.33 kPa absolute (14.696 psla) ambient air 
101.6 mm (4 Inches water) Intake loss 
152.4 mm (6 Inches water) exhaust loss 
29.44 C (85 F) seawater temperature 
40% relative humidity 
42.566 MJ/kg (18,300 btu/lb) fuel lower heating value 

Fig. 1 

cabling. The enclosure and subbase are required to fit within 
the footprint (i.e., length and width) of the LM2500 that is 
installed on U.S. Navy surface combatants. 

The enclosure panels consist of encapsulated insulation mate
rial, lead sheet acoustic septum, steel face with damping treat
ment, 304L perforated steel, steel structure and viton acoustic 
seals to meet thermal attenuation, fire resistance, blast over 
pressure, shock, air tightness, and noise requirements. All panels 
are bolted on and removable except for panels that are welded 
on the sides and rear of the recuperator housing to provide 
strength. Removable panels of the same size are interchange
able. Vertical frame members in the forward half of the enclo
sure are removable. Two panels on each side have integral 
doors. Enclosure access for maintenance is gained through the 
doors or by removing panels. Composite panels are not used 
since they have less low-frequency acoustic attenuation, require 
qualification for toxicity in fires, show no production cost bene
fit, and have low weight savings. For improved maintenance 
access, the enclosure floor is 12 cm (5 in.) lower than the 
subbase box beams, a small access panel is provided in the 
floor for access to the accessory gearbox, and the insides of 
each of the two subbase box beams are scalloped to allow 
removal of the accessory gearbox out the enclosure side. 

An aft shear wall provides enclosure torsional stiffness. The 
ICR has a weight limitation of 54,431 kg (120,000 lb). Approx
imately 50,348 kg (111,000 lb) is supported by the enclosure 
and subbase foundation, which excludes the weights of the off-
engine intercooler heat exchanger module, lube oil module, 
and electronic control unit. Twenty-six standard Navy 5B 5000 
pound mounts, equally loaded, support the enclosure and sub-
base. An additional two of these mounts are installed, preloaded, 
on the subbase to reduce vertical mount shear loads due to the 
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rake angle of the ICR installed in the ship. Auxiliary shock 
snubbers are not used. To reduce the frequency of taking H and 
J readings for the high-speed coupling shaft (HSCS) a pin and 
ring alignment fixture is installed at each corner to monitor 
changes in enclosure position relative to the foundation. 

The enclosure connects to the cooling air duct via a connec
tion at the top of the recuperator duct house. The cooling air 
fan is provided by the ship. The current DDG51 fan has ade
quate flow capacity but requires changes to the blade angles to 
increase exit pressure (cooling air pressure drop through the 
enclosure and around the recuperator is higher than the pressure 
drop for the LM2500 module). A flow guide is installed just 
aft of the combustor manifold to provide adequate cooling flow 
to the power turbine casing and cold ring. An exhaust gas de
flector is installed to shield the exhaust boot from hot exhaust 
gasses. The cooling air and exhaust boots accommodate lateral 
shock movements of approximately 15.2 cm (6 in.) to 16.5 cm 
(6.5 in.). System testing will be conducted to verify enclosure 
surface temperatures, and to determine the adequacy of local
ized temperatures inside the enclosure and the need for addi
tional heat shields. Areas that need cooling are instrumentation, 
wiring, sensors, power turbine VAN actuator, exhaust boot, 
HSCS, turbine casings, gearbox, and walls of enclosure and 
recuperator. Pneumatically actuated cooling air inlet vent damp
ers supplied with the ICR are designed to close upon loss of 
ship's low pressure air. These dampers are installed in the cool
ing air duct to the enclosure to make more space available 
within the recuperator duct house for maintenance and routing 
of high-pressure compressor bleed air piping. 

The 35.6 cm (14 in.) IPC and 15.2 cm (6 in.) HPC aluminum 
bleed air pipes are routed to the exhaust uptakes through boots 
in the enclosure top. The 10.2 cm (4 in.) CRES customer bleed 
pipe is routed through the floor. 

The radial air intake is a composite structure. The intake 
plenum is shaped to maintain uniform circumferential velocity 
and to increase the velocity from the intake through the plenum 
into the radial intake flare. The exhaust collector outer surfaces 
are insulated to reduce heat rejected to the enclosure. The HSCS 
tunnel is insulated on the inside to keep the HSCS temperatures 
below 17TC (340°F). Access to the collector is provided by 
removing a side panel. The collector provides access to the 
HSCS via panels in the collector side and the HSCS tunnel. 
The engine is vertically supported at four locations using link
ages and clevis mounts bolted to the subbase beams. The aft 
supports also provide fore and aft restraint. Lateral shock re
straint is provided by a key beneath the power turbine and by 

Fig. 3 
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Fig. 4 On-engine intercooler configuration 

a lateral stop system attached to the front supports. Liners on 
the clevis mounts are used for alignment. 

Engine modules are removed horizontally through the ship 
air intake ducts. The two recuperator core modules are each 
removed through the intake ducts after removing the recuperator 
ducting and duct house panels. Horizontal rails, turning rails, 
and soft patches in the front and rear sides of the intake duct 
are required for removal. 

A C0 2 fire extinguishing system is used. Eight optical flame 
detectors that respond to flame flicker and C0 2 emissions from 
hydrocarbon fires are provided. The fire detection scheme is a 
single zone nonvoting system. Continuous coaxial thermistor 
cables are provided for heat detection in the power turbine and 
combustor manifold areas. One manual C0 2 inhibit switch is 
located on each side of the enclosure. 

Recuperator 

The recuperator system consists of two cores, two lines of 
air ducting from the combustor manifold to the recuperator and 
back, ducting valves and pneumatic valve actuators. Each core 
module has four core sections fabricated from 14Cr4MO stain
less steel. Compared to Incoloy 800, 14Cr4MO is less expen
sive, has better coefficient of thermal expansion characteristics 
and is about equal in overall corrosion resistance. INCO 625, 
a much more expensive material, has superior corrosion resis
tance and has good mechanical properties, and is considered an 
alternate core material if needed. Burner rig tests of core mate
rial are being conducted by the Navy. The two 30.5 cm (12 
in.) supply valves and two 30.5 cm (12 in.) bypass valves in 
the recuperator ducting operate in unison and off the same 
pneumatically operated actuator. A hydraulic pump is provided 
for emergency manual operation. Two 40.6 cm (16 in.) return 
air check valves are provided to isolate the recuperator 
completely to prevent flow and temperature distortions to the 
combustor cans and turbine during a recuperator battle damage 
failure. Short-term cleaning will be accomplished through recu
perator bypass operation to heat the core up to 482°C (900°F) 
minimum. Steam lance from the top of the recuperator will 
be used for long-term cleaning. For operating at low ambient 
temperatures and low power, provisions are made in the control 
system to partially or fully bypass the intercooler to prevent 
H2S04 condensation and associated corrosion in the recuperator 
by automatically maintaining HPC discharge temperatures 
above 149°C (300°F). 

Intercooler 
The intercooler system comprises the on-engine intercooler 

subassembly and the sea water heat exchanger module. The 
on-engine intercooler assembly, Figs. 4 and 5, cools the IPC 
discharge air prior to entering the HPC and consists of 9 0 -
100 CuNi core, core housings, metal hoses, inlet and outlet 
manifolds, and valves. The air flow from the IPC is radially 
outward and is turned 180 deg inward by the intercooler housing 
in combination with two turning vanes to give acceptable uni-
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Fig. 5 Gas generator layout 

form flow into the core. The sea water heat exchanger module 
cools the fresh water coolant (50/50 mixture of water and gly
col) and is comprised of a titanium plate frame heat exchanger, 
Navy standard titanium fresh water pump and motor, fresh water 
bypass valves, air purge, holding tank, and a skid. An additional 
88.3 L/s (1400 gpm) sea water pump and associated sea water 
system components are provided by the ship for each ICR. 

During normal operation the fresh water bypass valves are 
modulated by the control system based on relative humidity 
and IPC discharge pressure to prevent cooled IPC discharge 
air from condensing. The on-engine system is provided with 
isolation valves and a relief valve set at 758 kPa gage (110 
psig) to prevent boiling of the fresh water/glycol mixture during 
intercooler inoperative conditions. The ICR is capable of pro
ducing 9843 kW (13,200 hp) when the intercooler is inoperative 
without exceeding established engine operating limits. The fresh 
water coolant flow rate is 56.8 L/s (900 gpm). If a two-speed 
sea water pump is used, the sea water flow is 88.3 L/s (1400 
gpm) at full power down to approximately 10,400 kW (14,000 
hp); below 10,440 kW (14,000 hp) the flow is 59.9 L/s (950 
gpm). Intercooler water nozzles are located between the IPC 
discharge and the intercooler core. There are five intercooler 
core and housing segments that can each be removed through 
the escape trunk or intake. 

Lube Oil Module 
For the DDG51 application, the lube oil module (LOM) is 

a self-contained unit with oil reservoir, 5 fim duplex filters, 
deaerator, and shell and tube oil cooler sized to remove 8440 
kilojoules (8000 btu) per minute with an engine oil inlet temper
ature of 73.8°C (165°F). The oil is cooled by the ship's main 
reduction gear lube oil. However, the first LOM that will be 
tested with the ICR during advanced development will have a 
plate frame heat exchanger and will be water cooled due to the 
nonavailability of a lube oil coolant source. Plate frame heat 
exchangers take less space than shell and tube, but require fire 
safety modifications and qualification testing to make the unit 
acceptable for use with flammable fluids. During ICR develop
ment consideration will also be given to fuel-cooled plate frame 
heat exchangers for use in the absence of a lube oil coolant 
source. 

Intermediate and High-Pressure Compressors 
The six-stage fixed geometry IPC is a derivative of the 

RB211-535 and has a pressure ratio of 2.90. Parts that are 
common to the 535 are stages two through six rotor blades and 
stator vanes, stages two through six (except stage five) disks, 

roller bearings, and bleed valves. The stage one airfoils have 
been modified to increase flow capacity approximately 4 percent 
over the 535. Rotor blades and rotor drum are titanium. Vanes 
are 12 percent chrome steel except for the stage four vanes, 
which are aluminum alloy. The IPC split case is steel protected 
by Sermetel W and has borescope ports at ten and two o'clock 
for each stage. The sixth stage handling bleed air valves provide 
multiple steps of bleed for surge protection. Bleed air valve 
hysteresis is incorporated to reduce valve cycling for small 
power changes. Freeman Moritz slots are also provided in the 
casing to resist stall. 

The ten strut stainless steel intermediate casing provides a 
bridge between the IPC and HPC to transmit structural loads 
and to accept mounting of the intercooler segments. It allows 
for a 25.4 cm (10 in.) extension of the IPT stub shaft, houses 
the internal gearbox and right angle gearbox for accessory take
off, and provides the air flow path from the IPC exit radially 
to the intercooler housing and from the intercooler core axially 
to the HPC. 

The six-stage fixed geometry HPC is a derivative of the 535 
with essentially the same aerodynamic flow path and a pressure 
ratio of 4.90. The rotor blades, disks, stator, and rear shaft 
assembly are common to the 535. Disks and rotor blades for 
stages one through four are titanium. Stage five and six rotor 
blades are nickel base alloy. Stator vanes are chromium steel, 
except for stages five and six, which are nickel base. HPC third 
stage has three handling bleed air valves. Customer bleed air 
is taken from the HPC discharge. Borescope ports are provided 
at two and ten o'clock positions for each stage. 

The accessory gearbox is mounted from the HPC casing and 
the intercooler cover. The lube oil and fuel pumps, starter, and 
breather are mounted on the gearbox, which houses bevel gears 
for transmitting torque from the HPC shaft via a radial drive 
shaft to the accessory gearbox drive train. The starter is near 
common to the Rolls-Royce Trent 800, but alternate starter 
system designs that require less air flow are being investigated. 
The lube oil pump provides servo pressure for actuating the off 
engine electronically controlled fuel metering valve and the 
power turbine VANs. 

Combustor and Combustor Manifold 

The ICR has nine combustor cans with swept discharge noz
zles radially mounted in a combustor manifold, Figs. 2 and 5. 
The combustor design is based on the SM1C marine axial can 
annular and RB211 industrial radial can annular designs. The 
radially mounted combustor can arrangement has two advan
tages. First, it allows the combustor system to be arranged 
within the same length as the RB211 annular combustor, which 
is a significant contribution to enabling the ICR to be fitted 
within the LM2500 footprint lengthwise. It also has the added 
advantage of keeping the same RB211 HPT and IPT bearing 
spacing, which helps preserve the RB211 rotor dynamics char
acteristics. Secondly, it is compatible with the industrial RB211 
dry low emissions (DLE) combustor development, which forms 
a common technology base for future ICR DLE combustor 
development to meet future NOx and other exhaust emission 
requirements. 

Space is reserved for the ICR DLE combustor once devel
oped. The DLE is a premixed, lean burn design using series 
fuel staging. The design will be based on the industrial RB211 
DLE combustor being developed for natural gas applications 
[4, 5 ] . For the Navy application additional development will 
be needed. 

The design of the .manifold system and inner casing has 
to accommodate thermal and pressure stresses, thermal 
growth, rigidity, sealing, fretting, low cycle fatigue, flow 
distribution, loads from the recuperator ducting, producabil-
ity, and maintainability of combustor and surrounding com
ponents such as the HPT. The combustor manifolds are a 
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delivery air manifold (DAM) and a return air manifold 
(RAM). The DAM takes HPC discharge air and supplies it 
via ducting to the recuperator. The RAM evenly distributes 
the return air to the combustors. The inner casing is the 
backbone of the engine that has to take high bending and 
shear loads due to shock. Seals are necessary to prevent 
leakage from the DAM to the RAM. The combustor is effu
sion cooled and is coated on the inside with a thermal barrier 
coating on a corrosion resistent bond coat. Each can has 
two ignitors, which are not cross connected with flame 
tubes. There are two ignition exciter units, each one control
ling and having a separate high tension lead to one igniter 
in each combustor can. Combustor cans are removable 
within the enclosure. 

There is an aggressive combustor development and test pro
gram ongoing to address cooling and metal temperatures, flow 
uniformity to all cans, ignition, igniter position, stability, fuel 
injection, temperature profile to HPT vanes and blades, smoke 
and emissions measurements. 

High-Pressure and Intermediate-Pressure Turbines 
The single-stage HPT is a derivative of the RB211-524 with 

modified vane and blade angles and increased turbine capacity. 
The vane and blade airfoils are film cooled and have a cooled 
interlock shroud. The HPT airfoils are INCO 738 coated with 
a silicon aluminide coating. The single stage IPT is a derivative 
of the RB211-535 with a new blade profile and increased turbine 
capacity. The IPT cooled vane is INCO 738 with a sili
con aluminide coating. The IPT blade alloy is single crystal 
CMSX-4 to provide increased creep life that matches that of 
the other turbine airfoils. It is coated with a silicon aluminide 
or platinum aluminide pending further testing. The IPT blade 
has an interlocking integral shroud. The use of silicon aluminide 
coatings is a departure from U.S. Navy experience but consis
tent with Rolls-Royce practice; however, coatings planned for 
the ICR along with a CoCrAIY coating will be burner rig tested 
on IN 738 and CMSX-4 substrate alloys. Peak blade metal 
temperatures are being maintained below 950°C (1742°F) for 
oxidation resistance. 

Power Turbine 
The PT is a new five-stage design based on the Rolls-Royce 

Trent 700 and 800 designs. The first stage has variable area 
nozzles (VANs) and stages 2 through 5 are closely modeled 
after the Trent. The VANs are hydraulically actuated with lube 
oil via a ring gear arrangement to insure constant throat areas 
of all VANs. Each VAN is individually removable. One (as 
opposed to two) stage of VANs was chosen for several reasons. 
The PT counterrotation relative to the IPT results in a low 
deflection high-efficiency first stage VAN; a second-stage VAN 
would produce high flow deflection angle resulting in high loss 
for a small return in inlet capacity at maximum power; high 
end wall leakages would occur due to annulus slope in way of 
the stage two VANs; and last, two stages of VANs would result 
in two highly compromised low reaction stages instead of one. 
The VAN is fully closed (minimum area ratio) at 40 percent 
power and below and fully open at 100 percent power and 
above. The first stage operates as an impulse turbine at 40 
percent power and as a 100 percent reaction turbine at full 
power. The PT design point was selected at 67 percent full 
power to optimize low power fuel efficiency and full power 
requirements. Optimizing at a lower power would result in 
lower stage two through five efficiencies and less power capabil
ity for the full power condition. 

Turbine disk rim cooling is accomplished by incorporating a 
modulating system that is integral with the VANs. Turbine 
blades are welded in pairs and do not have interlocking shrouds 
due to low blade torsional stiffness and face loadings. Vanes 
for stages two through five are cast in segments of six. 
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Fig. 6 

PT airfoils are IN 738 with a silicon aluminide coating. Peak 
blade metal temperatures are maintained below oxidation tem
peratures. Disks are INCO 718 slabs for reduced cost. Carbon 
versus labyrinth seals are used in the power turbine bearing area 
due to low sealing pressures at low powers, and the performance 
penalty from parasitic air flow required with conventional laby
rinth seals is avoided. 

Performance 

Requirements for specific fuel consumption (sfc) and power 
have been met. The design was optimized for low power sfc 
since the sfc margin was the smallest in the 20 to 30 percent 
power range and since more than adequate life margins exists 
at 110 percent power, 21,625 kW (29,040 hp). ICR design life 
is based on meeting either the 3000 hour endurance test or a 
40 year ship life (85,000 engine hours and 15,000 start cycles 
after allowing for ship restricted availabilities), whichever is 
most severe. Generally, these two criteria have not conflicted. 
Figure 6 shows the variation in output power as a function of 
ambient temperature, relative humidity, and ambient seawater 
temperature, which affects intercooler system performance. 

Maintenance Flexibility 

The IPC, HPC, HPT, IPT, and PT are prebalanced as individ
ual modules, which allows replacement of these modules with
out the need to rebalance the engine onboard the ship. Full 
advantage of this capability may not be realized on the 
DDG-51 due to engine room space constraints; however, for 
new ship designs this advantage can be fully exploited. 

Ship Integration Influences 

The WR-21 is designed as a marine gas turbine, taking into 
consideration the operating environment, physical space con
straints, and duty cycles unique to marine applications. The 
engine can operate in ambient temperatures ranging from -40°C 
(-40°F) to 52°C (125°F). The intercooler system incorporates 
a bypass system to maintain intercooler exit temperatures above 
dew point regardless of seawater temperature. The materials 
and coatings, outlined earlier, were chosen for their proven 
effectiveness in marine environments, drawing from millions of 
hours of marine gas turbine experience in Naval and industrial 
applications. 

The design of the gas turbine enclosure was strongly influ
enced by ship integration considerations. Temperature limits 
were imposed on the exterior walls of the enclosure, 52°C 
(125°F) max for the engine portion and 56°C (133°F) max at 
the recuperator. 
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To maintain the temperature limit at the recuperator, the walls 
of the enclosure are cooled. The heat load imposed on the engine 
room in a DDG-51 is not changed as a result. The gas turbine 
base plate and enclosure also support both the gas turbine and 
the recuperator. This arrangement minimizes thermal and shock 
load movements between the two components and does not 
require any reinforcing of decks or structures beyond the gas 
turbine foundations. 

The intercooler system utilizes seawater to cool the freshwa-
ter/glycol mixture, which in turn cools the IPC discharge air. 
On the DDG-51, the existing seawater system requires the addi
tion of two standard Navy pumps for a two-ICR, two simple-
cycle engined ship, and four standard navy pumps for an all-
ICR engined ship. 

The IPC, HPC, HPT, IPT, and PT are prebalanced as individ
ual modules, which allows replacement of each without the 
need to rebalance the engine on board ship. 

The intercooler system saltwater heat exchanger module has 
been configured to fit in existing DDG-51 engine room space 
and minimize engine room rearrangement. 

Summary 
This paper has described the objectives of the ICR develop

ment program and the resulting design. The ICR engine, desig
nated the WR-21, is a purpose designed gas turbine that provides 
high efficiencies over a very broad power range and is a com
pact, self-contained package. The fuel savings and package de
sign make the WR-21 intercooled recuperated gas turbine both 
technically possible and economically attractive for integration 
into the DDG-51 and other ship applications. 
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Updating the ANSI Standard on 
Measurement of Exhaust 
Emissions 
The American National Standards Institute (ANSI) required that the source testing 
Standard on Measurement of Exhaust Emissions from Stationary Gas Turbine En
gines, B133.9, be brought up to date with today's regulatory requirements and best 
measurement technology. The criteria for the design of the Standard along with its 
content and format are discussed. The selection of measurement methods for gaseous 
components, smoke, and particulates emitted by present-day emission-controlled in
dustrial gas turbine engines is presented. 

Introduction 
A competitive program was initiated by an ASME Research 

Task Force on Gas Turbine Emissions Standards to provide 
for the development of a new ANSI Standard for measuring, 
analyzing, and reporting exhaust emissions from stationary gas 
turbine engines. Applications were sought from individuals and 
organizations wishing to participate in a research project to 
clarify and document the best measurement procedures and 
standards that were either in use or being reduced to practice. 
Competitive bids were obtained and a contract issued for the 
project. 

This new source testing Standard, "Measurement of Exhaust 
Emissions from Stationary Gas Turbine Engines," was needed 
because: 

• Procedures and techniques had continued to evolve since 
the publication of the last Standard [1]. 

• Measurement and reporting requirements were unclear, 
were obsolete, and varied from agency to agency. 

• Method 20(2), the USEPA measurement procedure for 
gas turbines, was limited as it covered only oxides of 
nitrogen (NOx) and sulfur (SOx) . 

These obsolete and limited methods left many measurement 
and reporting problems unsolved or incorrectly solved. Signifi
cant funding and technical resources were being spent unneces
sarily in conducting source testing for stationary gas turbines. 

Note: The term "Standard" is used by ANSI to connote a 
practice or measurement method, not the regulation of emis
sion levels as used by regulatory authorities in the United 
States. 

Design of the Standard 
A program to develop the Standard was begun in February 

1992. This work included research on measurement methods 
and emissions regulations as well as standards development. A 
coordinated final draft of the Standard was submitted to ANSI 
for approval on June 1, 1993. 

Steering Committee. Representatives from ASME Re
search, the gas turbine industry, EPRI, and USEPA and the 
contractor formed a committee to provide technical direction 
and review progress during the development of the Standard. 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute March 12, 1994. Paper No. 94-GT-427. Associate Technical 
Editor: E. M. Greitzer. 

Meetings were held to monitor progress of the program and to 
review and comment on the criteria, the content of the Standard, 
technical findings of the research, and on the draft Standard. 
The membership of the Committee is listed at the end of this 
paper. 

Program Objectives. The Standard is written to provide 
guidelines for the emissions measurement of stationary gas tur
bine engines. It is designed to simplify, standardize, and reduce 
the cost of the measurement process wherever possible. The 
expected users are engineers and measurement technicians who 
require information on the measurement of emissions from gas 
turbines. The Standard also is written to inform project manag
ers, contract and procurement staff, and engineers not directly 
involved with emissions of the measurement control and com
pliance of gas turbines. 

Specific criteria for the Standard were established by the 
Steering Committee early in the program. These criteria were: 

1 To standardize measurement techniques, analysis proce
dures, and reporting criteria. 

2 To follow ANSI format and the ASME Guide to Writing 
Codes and Standards. 

3 To be applicable to all industrial gas turbine engines op
erating on natural gas and distillate fuel oil. 

4 To be applicable to engines with emission controls such 
as water injection and selected catalytic reduction (SCR). 

5 To provide reference to other turbine regulations and mea
surement procedures. 

6 To have general approval of industry and the USEPA. 
7 To set no regulatory limits or control regulations. 
8 To incorporate the International Standards Organization 

(ISO) gas turbine emissions measurement specification 
to the extent feasible. 

Since there are many different sizes and applications of sta
tionary gas turbines throughout the world, it was an objective 
of the program that these differences be considered in the devel
opment of the new Standard. Emissions measurement of tur
bines using heat recovery after firing and steam and water injec
tion for NOx controls was included. The very low concentration 
of pollutants typical of turbines using dry low NOx combustion 
and SCR after treatment also was considered. 

Current measurement methods were researched to find the 
best methods, reduced to commercial practice, to include in 
the Standard. Where applicable, the measurement methods are 
referenced to EPA protocols. Since the development of mea
surement instrumentation is ongoing, future improvements will 
require periodic updating of the Standard. 

It also was necessary to incorporate methods to measure each 
of the exhaust components controlled by the various regulatory 
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agencies and emission regulations. Laws and rules were re
searched, and the results became one of the bases for the Stan
dard. 

Concurrently, the specification "Gas Turbines—Exhaust 
Gas Measurement" was being developed by ISO [3 ,4 ] . While 
this specification did not provide for use of USEPA protocols 
and was not acceptable for use in the United States, considerable 
effort by an international working group had been expended in 
its development. It was an objective of the program that the 
new Standard incorporate as much of the ISO document as was 
practical. 

Other measurement specifications such as those used for air
craft gas turbines [5] and for reciprocating engines [6] were 
reviewed for methods and content. These specifications were 
found to be only indirectly applicable to the testing of stationary 
gas turbines in the United States. 

Content 
The Standard contains information that will guide the user 

in the technologies of emissions compliance and control as 
well as measurement. During their review of requirements, the 
Steering Committee found that many agency staffs had little 
experience with most of the gas turbines used in the United 
States that are operated on clean fuels, natural gas, and distillate 
oil. Also, they found that agency personnel were unfamiliar 
with the practical aspects of engine operation, the formation, 
identity, and concentration of the various components in the 
exhaust of turbines, the measurement of these components, and 
methods of emission control. As a result, the Standard was 
designed to provide information and references on these sub
jects as well as to establish the best measurement practices. The 
subjects covered in the Standard are as follows: 

Definitions. Terms most likely to be encountered in emis
sions measurement, compliance, and control. 

Exhaust Components. Description of each of the chemical 
components in the gas turbine exhaust. 

Responsibilities. Gas turbine manufacturer and user environ
mental responsibilities. 

Operating and Test Conditions. Specification of system 
operating and test conditions. 

Measurements. Recommended methods of measurement of 
gaseous components, smoke, particulates, and fuel. Definition of 
the measurement system, sampling, instrumentation, and quality 
provisions. 

Calculations and Conversions. Specification of methods of 
calculating emissions. 

General References. Information on reference conditions, 
physical properties, air laws, regulations, air toxics, and emis
sion control methods. 

Measurement of Gaseous Components 
The Standard specifies the gaseous components in the exhaust 

and the methods to be used to measure them. These components 
are listed in Table 1. This listing was determined by the Steering 
Committee based on the regulatory requirements of the EPA, 
the state agencies, and the collective experience of the members. 
It is recognized that measurement technology is advancing rap
idly, and this listing deserves regular updating. 

Measurement System. The three basic elements of the 
measurement system are: (1) the sampling probe, (2) transfer 
and conditioning, and (3) analytical instruments and data acqui
sition. These elements are described in detail in the Standard 
and refer to EPA protocols. A schematic of the measurement 
system is shown in Fig. 1. 

With the exception of sulfur dioxide, sulfuric acid mist, and 
water vapor, the gaseous measurements are to be made by con
tinuous flow sampling instruments. These instruments are com
bined into a measurement system. 

Table 1 Gaseous exhaust components 

Component 

Oxides of nitrogen (NOx) 
Carbon monoxide (CO) 
Carbon dioxide (CO 2) 
Sulfur dioxide (S02) 
Sulfuric acid mist (H2SO4) 
Total hydrocarbons 
NMHC and VOC 
Ammonia (NH3) 
Oxygen (02) 
Water vapor (H2O) 

Recommended Method 

Chemiluminescence 
Nondispersive infrared 
Nondispersive infrared 
Fuel analysis 
Impinger train 
Flame ionization detector 
Gas chromatograph 
Chemiluminescence difference 
Electrochemical or paramagnetic 
Impinger train 

Sampling. The approach taken for sampling gaseous com
ponents is designed to save test time and effort. It differs from 
the multipoint traverse usually required by the USEPA in 
Method 2 [7] , which requires at least eight and normally many 
more sampling locations in two planes. 

The Standard recommends that the sample be proven to be 
representative using a carbon balance. Once that is done, sam
pling may be achieved using a three-holed sampling probe tube 
or a single probe located at 16.7, 50, and 83.3 percent of a 
measurement line taken through the centroid of the duct area. 
Ducts larger than 2.4 m can be sampled at 0.4, 1.2, and 2.0 m 
from the wall to reduce probe overhang. The use of three sam
pling points is based on the EPA Continuous Emission Monitor
ing Specification 2 [ 8 ] and is illustrated in Fig. 2. 

The number of sampling points is reduced because, in the 
majority of industrial turbine installations, the exhaust gas 
stream is well mixed and the concentration of the individual 
components is, from a practical standpoint, uniform across the 
entire exhaust duct. This uniformity is due to the length of 
exhaust ducting, the changes in direction and cross section 
required for the installation of boilers and silencers, and the 
requirement for stack heights. As a result, the number of sam
ple points required for sampling gas turbine gaseous compo
nents is far less than that required for most industrial plants. 
The EPA CEM Specification provides substantiation that a 
representative gas sample can be obtained with three sampling 
points. 

Sample Transfer and Conditioning. Long lines are often 
unavoidable in the measurement of large turbine systems; how
ever, the sample transfer time should be kept as short as possi
ble. It is important to avoid condensation of the various constit
uents, particularly water vapor, hydrocarbons, and sulfates. It 
is recommended that the entire sample line be heated above the 
condensation temperature of each constituent, considering its 
concentration. The sample is to be conditioned in a manner 
compatible with the various analyzers. 

Instrumentation. Descriptions, general requirements, and 
performance specifications are given for each of the instruments 
and measurement methods recommended. These are listed in 
Table 1. For additional detailed information, specific USEPA 
methods and ISO standards are given as references. 

These measurement methods, listed in Table 1, will not be 
covered in this summary paper. Some of the findings and 
recommendations on measurement methods that were formu
lated during the development of the Standard are discussed 
below. 

Hydrocarbons and VOC. In most instances in the United 
States, a measurement of the volatile organic compounds 
(VOC) emitted by the engine is required. VOC are usually 
defined as the total of all hydrocarbons (HC) emitted minus 
the methane and ethane components. In many instances the 
term non-methane hydrocarbons (NMHC) is used synony
mously with VOC. In modern engines, emissions of VOC 

564 / Vol. 117, JULY 95 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Legend 

Probe 
Gas inlet for system check 
Sample line 
Dump pump to vent, if required 
Filter 
Sample pump 
Back pressure reducer 
Chillier/separator operating £3°C 
Gas inlet for instrument calibration 

10 N02 -> NO converter 
11 Heated section 
12 Analyzer 

Fig. 1 Measurement system for gaseous components 

are often at a very low concentration, less than 1 to 10 ppmC 
(methane equivalent). Their measurement requires the accu
rate determination of concentrations of both the total and 
methane exhaust components. This determination is accom
plished by measuring total HC and subtracting measured 
methane. 

It is recommended that the measurement of total hydrocar
bons be made using a flame ionization analyzer and volatile 
organic compounds by gas chromatograph (GC). Direct ana
lyzers combine the features of both these instruments to obtain 
VOC concentrations. 

Separate analyzers can also be used to obtain VOC emissions. 
To improve accuracy, it is recommended that the ratio of VOC 
to total HC be obtained using the GC, and this ratio be applied 
to the total HC obtained by flame ionization detector (FID) to 
obtain the concentration of VOC in the exhaust. 

Ammonia. Ammonia in the exhaust of a turbine resulting 
from NOx emission control equipment, such as SCR, must 
be controlled to low concentration level, typically 10 ppm. 

The chemiluminescence difference method was listed as the 
best method then available. However, none of the methods 
commercially available was considered accurate enough. It 
was recognized that considerable research on ammonia mea
surement is in progress, and the Standard will require subse
quent updating. 

Water Vapor. The exhaust from a gas turbine can contain 
varying quantities of water vapor, approximately 2 to 15 percent 
by volume. The absolute amount depends on the products of 
combustion that are fuel related, the absolute humidity of the 
air ingested into the engine, and the amount of water injected 
into the engine for emission control or power augmentation. 
Water entering the engine from evaporative inlet coolers and 
water fuel emulsions also must be considered. 

The water vapor content of the exhaust is used in making 
emission calculations, and determining this value accurately is 
important. The quantity of water in the exhaust can be deter
mined either by direct measurement or by measurement and 
summation of all sources. In the case where direct measurement 
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CIRCULAR EXHAUST DUCT 

Measurement 
Una 

R • Sampling points 

Measurement Una established normal to flow through the centrold of exhaust 
duct measurement plana and In direction of expected stratification. 

Fig. 2 Sampling points 

is required, the reference method cited in EPA Method 4 [9] 
is recommended. 

Instrument Calibration Gases. The calibration of instru
ments through the use of calibrating gases is described in the 
Standard. These gases, introduced at the sampling probe, are to 
have certificates of compliance per ISO standards or USEPA 
protocols. Accuracy requirements for a number of calibration 
gases, including zero gas, are recommended in the Standard. 

Smoke Measurement 
Smoke emitted from gas turbines is measured in two general 

ways: (1) visible plume opacity, and (2) smoke density that 
measures soot in the exhaust. Smoke measurements are made 
from engines operating on liquid fuels. Engines operating on 
natural gas will normally have no visible exhaust plume. 

Visual Opacity. Currently, visual determination using 
USEPA Method 9 [10] is the only accepted and practical 
method of determining the visual opacity of the exhaust plume 
of a gas turbine. However, this method does not produce results 
of acceptable accuracy. 

Other methods were examined and found deficient. LIDAR 
measurements [11] were found to be too expensive for routine 
source testing. Transmissometers [12] measure the light obscu
ration caused by smoke in the exhaust duct but do not take into 
account plume behavior or plume illumination. 

Method 9 requires that a trained observer, holding a valid 
USEPA certificate, make and record one or more sets of obser
vations. The positive error of Method 9 for black plumes is 
cited as less than 5 percent. Evaluations of Method 9 during 
certification training [13] show that at the opacity values of 10 
and 20 percent, which are the usual compliance levels for gas 
turbines, the standard deviation of measurement was 3.16 per
cent and 5.25 percent opacity, respectively. 

When the standard deviation is as high as 25 to 33 percent 
of the measured value, compliance difficulties can be expected, 
particularly in cases where compliance is marginal. When this 
deviation occurs, referee measurements of smoke density are 
recommended. These measurements would be made using a 
smokemeter or in-stack transmissometer that was correlated 
with visual opacity tests made during source testing. In order to 

be effective, this procedure must be agreed to by the cognizant 
regulatory agency so that when questioned by an inspector, 
compliance during routine operation of the engine can be dem
onstrated using the referee method. 

Smoke Density. In the United States regulations do not 
require smokemeter readings. Since these readings are required 
in Europe and other regions, smoke density measurement was 
included in the Standard. 

Two different methodologies are available: smoke spot and 
optical. In the smoke spot procedure, a metered quantity of 
exhaust is passed through a filter paper and the density of the 
smoke stain on the paper is graded optically. In the optical 
procedure, a continuous flow of exhaust is extracted, metered, 
and passed through a cell that measures its light obscuration. 
Three of the most common methods of measuring smoke from 
gas turbines were evaluated for inclusion in the Standard. These 
are described below. 

ICAO/SAE Aircraft Method. The SAE Aircraft Method is a 
spot filtration procedure that is designed and used to measure 
the smoke density of aircraft gas turbine exhaust. In this method, 
the mass of exhaust collected and the optical grading of the 
stain are closely controlled. This method is specified by the 
International Civil Aviation Organization (ICAO) and aviation 
agencies throughout the world [14]. 

Bacharach/ASTM. Bacharach is the spot filtration method 
specified by ISO [3] and used throughout Europe to measure 
both turbine and diesel engines. It is not as precise as the aircraft 
method and employs a different scale for smoke density. The 
method, also identified as ASTM D2156, was designed for use 
with oil heating equipment [15]. 

Rolls-Royce Optical Smokemeter. The Rolls-Royce optical 
smokemeter was designed to measure smoke from gas turbines 
and component rigs on a continuous basis. It provides a mea
surement of the carbon density based on a standard cell that 
can be calibrated in units of carbon mass (milligrams per cubic 
meter) or in terms of Bacharach or SAE Smoke Numbers [16]. 

Comparison of Methods. These methods were compared 
for accuracy for the range of low smoke density typical of 
modern gas turbine engines. This evaluation, based on the accu
racy stated in the description of each method, was to determine 
if a difference in accuracy that could be easily discernible and 
lead to a recommended method existed. 

Figure 3 shows the results of the accuracy evaluation. In 
order to obtain a direct comparison between the methods, the 
smoke number values from the SAE and Bacharach methods 
were converted to carbon mass per unit of exhaust gas using 
published conversion data. 

Recommendations. In reviewing the commercially avail
able methods of measuring smoke, the Steering Committee de
cided not to recommend a specific method at this time. While 

16 
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Fig. 3 Variability of smoke measurement 
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the optical smokemeter is the most accurate, it could not be 
recommended for use in the Standard because there were no 
commercially developed competitive methods. 

The spot filtration methods were found to be of insufficient 
accuracy in the low smoke density ranges required by industrial 
gas turbines. The Steering Committee determined that no 
method would be recommended in the Standard, but that the 
most commonly used methods would be described for the con
venience of the user. 

Particulate Measurement 
The measurement of particulate material (PM) is frequently 

required in the United States by state and local agencies if 
the gas turbine is run on liquid fuel. In some instances PM 
measurement has been directed by local agencies even when 
the engine is run on natural gas. 

Present Method 5. The method of measurement mandated 
by these agencies is USEPA Method 5 [17], a method that uses 
filtration and collection of the particulates in the exhaust by 
traversing the exhaust duct over a large number of specified 
sampling points. It requires long sampling times because of low 
mass loading of particulates in the exhaust stream. It also re
quires the determination of the velocity profile of the exhaust 
at these same points using a pitotstatic probe. From this profile, 
the mass flow rate of the engine exhaust is computed. While 
this method may be acceptable for use in measuring various 
industrial sources such as cement kilns and coal fired boilers, 
it is misapplied to gas turbine engines. This application is expen
sive and time consuming and has high variability resulting in 
inaccurate data. 

Alternate Methods. Because of these difficulties, an alter
nate method was sought to determine PM emissions from tur
bines. Various procedures were examined, including correlation 
of particulate mass with the optical density of the exhaust [18] 
and the use of full-sized and miniature dilution tunnels similar 
to diesel testing [19]. It was found that while research was 
continuing on optical correlation, this method had not yet been 
brought to commercial practice. Dilution tunnels, commonly 
used in automotive testing, would extend, not shorten, the sam
pling times and would not give real time test results. 

Recommended Modifications to Method 5. The possibil
ity of modification of Method 5 was examined to see if it could 
be simplified and made more practical and less costly. It was 
determined that a number of changes should be made when 
Method 5 is used to measure gas turbine PM. These changes, 
described below, were incorporated in the Standard. 

Eliminate Isokinetic Sampling. The particulate material in the 
exhaust of a gas turbine operating on distillate fuel is composed 
primarily of submicronic carbon particles and condensable hy
drocarbons and sulfates. With low-sulfur distillate fuels all of 
the particles present in the exhaust are submicronic and will 
follow streamlines. Isokinetic sampling, to assure that the veloc
ity into the probe and the stream velocity are equal, is unneces
sary. 

Increase Sample Flow. With the elimination of isokinetic 
sampling, the sample flow rate may be increased, reducing col
lection times to obtain the required sample mass of 20 mg. 

Reduce the Number of Sampling Points. As was previously 
discussed, the gas stream exiting from an industrial gas turbine 
is well mixed. The number of sampling points was reduced to 
the same three recommended for gas sampling. Verification 
that the gas sample is representative serves to determine that 
particulate sampling will also be representative. 

Eliminate Velocity Profiling. The determination of mass flow 
from a gas turbine using the velocity profile measured in the 
exhaust duct is not recommended due to inaccuracy in measur
ing the true average flow velocity. Instead, the flow through the 

system should be determined using fuel flow measurements and 
a carbon balance. This determination should be verified by the 
computed exhaust flow using the engine manufacturer's engine 
performance model (performance deck) corrected to the source 
test conditions. 

Eliminate PM Measurement From Gas Fired Engines. The 
Standard states that the measurement of particulates from natu
ral gas fuels engines is not recommended. The level of material 
in the exhaust resulting from the combustion of natural gas is 
extremely low and is below the practical threshold of measure
ment using Method 5. In some instances, agencies have required 
sampling times as long as 24 hours in order to obtain a viable 
sample. 

Air Toxics 

As a result of the 1990 Clean Air Act Amendments, numerous 
compounds have been listed as air toxics [20]. The emission 
of these compounds is regulated at the levels of 10 tons per 
year, or 25 tons in combination. 

Occurrence in Gas Turbine Exhaust. At these regulated 
levels, the emissions of these quantities of air toxic compounds 
from gas turbine engines operating on natural gas and high 
quality distillate fuels are unlikely due to the cleanliness of the 
fuels and the design and installation characteristics of industrial 
turbine engines. Some air toxic compounds cannot be generated 
by gas turbines. More specific reasons are as follows: 

1 High fuel quality is required to extend engine endurance 
life and maintain performance. The level of contaminants 
in the fuel must be closely controlled in order to prevent 
erosion and corrosion of the engine gas path. ASTM spec
ifications require that trace metal concentrations of vana
dium, sodium and potassium (in combination), calcium, 
and lead be held to 0.5 ppm by weight [21]. 

2 High combustion efficiency and large dilution ratios are 
design characteristics of stationary gas turbine engines. 
Typical combustion efficiencies are 99.99 percent and 
air-to-fuel ratios are approximately 50:1. In combination, 
these characteristics along with careful design control of 
combustors have resulted in total HC emission levels in 
the exhaust gas of 1 to 10 ppm, measured as methane. 
As a result, only minute fractions (ppb or less) of un
hurried fuel components will be present in the exhaust. 

3 Good fuel filtration is required to prevent finely divided 
solids containing earth compounds and metals from enter
ing the fuel system and fouling and eroding control ori
fices and fuel injectors. 

4 High quality inlet air filtration is used to prevent airborne 
particles from entering the engine and causing deteriora
tion of engine performance and life. These particles also 
are prevented from subsequently being oxidized and re
injected into the atmosphere. * 

5 Close specification control of other fluids such as water, 
steam, and lubricating oil used in gas turbines is main
tained. These fluids have specifications that stipulate al
lowable levels of contaminants to prevent deposition, cor
rosion, and erosion in the engine. Particularly rigid control 
is required to minimize the induction of halogen com
pounds to prevent them from entering the gas path. This 
class of compounds is particularly corrosive and greatly 
reduces engine life. 

Determination of Air Toxic Compounds. Air toxic com
pounds emitted by the engine must come from the fluids intro
duced into the engine during its operation. These fluids are fuel, 
air, lubricating oil, water, steam, and engine washing com
pounds. Each installation should be considered specific. If deter
minations of the presence and quantity of emissions of air toxic 
compounds must be obtained, it is recommended that an analy-
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sis of each of the fluids used by the engine be made to determine 
the presence and expected concentrations of compounds that 
can form air toxic compounds. 

Because of very low concentrations, direct measurement of 
these compounds in the exhaust is not recommended. If exhaust 
measurement is mandated, the prior identification of each air 
toxic compound, its source, and probability of occurrence is 
recommended. 

Summary and Conclusions 

B133.9 New Standard. The revised ANSI Standard B133.9 
has been completed and is available from the American National 
Standards Institute. Its use will provide the following: 

1 The guidance and criteria for the measurement of exhaust 
emissions from stationary gas turbines. 

2 Standardized measurement techniques, analysis, and re
porting in the United States and internationally. 

3 Reduced labor and cost of source testing by simplified 
sampling, exhaust flow measurement, and measurement 
of particulates. 

4 Improved understanding of the character and measure
ment of gas turbine emissions by industry and government 
staff involved in the permitting process. 

Contract Versus Committee Methods. In the past most 
standards, including ANSI B133 Gas Turbine Procurement 
Standards, have been written by volunteer committee members 
whose membership and time were sponsored by their various 
employers. Because this committee activity was secondary to 
their main work, standards development was a slow and limited 
process. Recent reductions in technical staffs have made volun
tary committee work even less productive. 

Changing this procedure to one in which research, develop
ment, and drafting of the standard are performed by a contractor 
under the technical direction of a steering committee has proven 
to be advantageous to the sponsoring groups. Our experience 
in writing the new B133 Exhaust Emissions Standard has shown 
the following advantages of using the committee method: 

• Defined scope. The specific work requirements are de
fined by contract that can be monitored and administered. 

• Reduced manpower. The technical man-hours and 
involvement required of the sponsors' technical staff are 
greatly reduced. 

• Shortened time. The time to complete the Standard is 
shortened to less than half the usual development time. 

• Cost and time are controlled. The cost and time required 
of each sponsor are known at the onset of the contract 
and can be budgeted. 

• Defined responsibility. It is the responsibility of the con
tractor to produce a superior specification. 
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Optimal Design of Split Ring 
Dampers for Gas Turbine 
Engines 
Vibration analysis techniques used for labyrinth air seals are presented, along with 
a derivation of the methods used to calculate the dissipation capability of split ring 
dampers. After defining the problem in classical optimization format, the methods 
used to automate the process are presented, along with the results for a particular 
test case. For the case considered, the optimal designs were found to lie at or near 
the design space boundaries. 

Introduction 
The annular air seal is commonly used in gas turbine engines 

to prevent gas flow from one section of the engine to another. 
The rotating part of the seal is designed to maintain clearances 
on the order of 0.125-0.25 mm with the mating static structure, 
thus producing an effective seal (Fig. 1). 

The seal is a full hoop structure, which can vibrate with both 
axial and circumferential nodal patterns. If the natural frequency 
of any of these modes is near a driving frequency present in 
the system, vibrations of excessive magnitude may develop, 
leading to premature failure. For this reason, it is common to 
provide additional damping to the system in the form of a split 
ring damper. The damper is a wire formed into a ring containing 
a gap which rides in a groove provided for it on the seal (Fig. 
2). It may have a circular, rectangular, or other cross section. 
Centripetal forces generated by engine rotation cause the ring 
to be forced against the seal surface. Vibrational modes of the 
system result in relative motion between the ring and the seal 
surface, which causes energy to be dissipated, thus lowering 
the amplitude of vibration to an acceptable level. 

Current design methods for split-ring dampers are based 
largely on past experience. In this paper we will present a 
method for automatically determining the optimal damper de
sign for circular or rectangular cross sections. 

Split Damper Analysis 

The vibrational modes of an annular air seal have two identi
fying indices. The first is "m," which is the number of axial 
nodes in the vibration pattern. The second is "TV," which is 
the number of full wavelengths that are present around the 
circumference of the seal. Each combination of m and N defines 
a unique vibrating shape or mode (Fig. 3). Since the axial 
length of the seal is normally much less than the circumferential 
length, it is customary to restrict consideration to axial modes of 
m = 1, while circumferential modes up to N = 12 are normally 
considered. Assuming negligible damping for now, the natural 
frequency associated with each of these modes may be obtained 
by solving the generalized eigenvalue problem: 

[M]x + [K]x = 0 (1) 

These frequencies are then compared with the driving frequen
cies from the rotor and also with the natural frequencies of the 
mating static structure. The damper is designed to maximize 
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dissipation at the natural frequency that comes closest to one 
of the potential drivers in the structure surrounding it. 

The rotating seal will vibrate and assume a nodal pattern 
corresponding to the design frequency. This involves a bending 
of the ring around the circumference. Since the damper ring is 
split, and thus can carry no hoop load, it will not assume its 
own nodal pattern, but will instead be forced by centripetal 
loading to follow the seal's shape. Figure 4 shows the damper 
ring and seal at the interface surface. When the seal bends in 
the direction shown, the seal is loaded in tension on the outer 
fibers and compression in the inner fibers. The opposite is true 
for the damper, which will bend with tension on the top fibers. 
Due to compressive frictional forces at the interface, however, 
the damper will shrink in length. Because of this mismatch at 
the damper/seal interface, a slipping motion may occur. 

Assumptions 

Figure 5 shows a typical damper ring configuration with the 
nomenclature to be used in this paper. The underlying assump
tions for the system are: 

1 Seal thickness and sectional properties are constant. 
2 Coefficient of friction, fi, is constant. 
3 The seal radial thickness is small compared to its radius. 
4 Hooke's Law applies: Only elastic deformation is consid

ered. 
5 The assumed radial displacement of the seal nodal pattern 

is w = B* cos (NO). 
6 The seal body will undergo only inextensible flexural 

vibration (neutral axis length remains constant). 
7 Due to the surface friction force, the damper ring may 

experience a significant extension of its neutral axis. 

Strains in the Seal and Damper 

The following analysis is based on work presented by Alford 
[1 -4 ] . For in-plane bending of a circular ring: 

M _ J_ 
EI~ R2 w + 

d2w 

d62 

Using Eq. (2) , the bending strain on the surface is: 

^ bend _ 2 

K 
w + 

d*w 

d92 

(2) 

(3) 

For the seal, the bending strain is compressive at the interface, 
while it is tensile for the damper ring. Therefore, 

Journal of Engineering for Gas Turbines and Power JULY 1995, Vol. 1 1 7 / 5 6 9 

Copyright © 1995 by ASME
Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



STATIC 

Labyrinth Seal 

Damper 
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Fig. 1 Annular air seal 

£.*,bend = _|V 1] cos (N9) 

cdB 

K-d 
- 1] cos (N8) ( 4 ) 

The opposing strains at the interface cause friction forces in the 
circumferential direction, which will cause the ring to undergo 
elongation or contraction. Over some portion of the region, the 
friction forces may be sufficient to prevent slipping. For now 
it will be assumed that no slipping occurs at the interface over 
the region, 0 < 9 < BQ, where 90 is to be determined. For a 9 
that is greater than 90, slipping will occur, and the friction force 
over the region will be maximum and will cause the damper 
ring to contract in compression. Therefore, the total strain in 
the damper ring at the interface is the sum of the bending strain 
and the frictional strain. 

To determine 90, the point where the slipping motion ceases, 
consider the seal with a deflected shape of amplitude Bt where 
slippage is impending at 8 = ir/2N, but friction forces are just 
high enough to prevent it. The strain in the seal is equal to the 
strain on the damper ring for a no-slip condition. Q, friction is 
compressive because the seal elongation strain is zero (inexten-
sible) and its bending strain is compressive at the interface, 
while the damper ring surface bending strain is tensile. 

Sect A-A 
Scatei 5x 

•R 

Al-t Sect A-A 
Scale' 5x 

Fig. 2 Split ring damper 

570 / Vol. 117, JULY 1995 

• ^ v 

-*-
Nodal Dlaneter , (N) Axial Mode <m> = 3 

Nodal Diameter <N> = 4 Axial Mode <n) = 4 

Fig. 3 Vibrational patterns for shell structures 

Q = £., 

, friction ^s.bend 

€-d, friction ^-s ,bend ^d,bend 

cdB 

Rd 

csB 

R2 
(N2 - I) cos (N9) (5) 

We may alternately calculate the strain caused by friction at 
any point in the ring by dividing the frictional force at that 
point by the product of the damper area and its modulus of 
elasticity. The frictional force at any point is obtained by inte
grating the force per unit length over the length of application. 
Let F be the frictional force per unit length at the interface prior 
to the onset of slipping, where F is a function of 9. Then, 

£(l, friction 

Therefore, 

dtd. 

F = 

Rd C 
AdEi 

FRd 

Fd9 

d9 

(6) 

AdE 

AjE «Q_ friction 

Ra dO 

Substituting the expression for edjriction from Eq. (5) yields: 

( 7 ) 

NAdEcdB 

Rl 
+ 1 (W2 - 1) sin (MO (8) 

Thus, when there is no slipping Fmax will occur at the nodes, 
when 0 = 7r/2N (sin (NO) = 1). When slipping is impending 
at the nodes, F = Fmax = / / / \ sin (NO) = 1, and B = Bit which 
is the modal amplitude corresponding to no slippage for a given 

S-trams on seal must 
equal strains on danper 

for locations wh#r« no slip occurs. 

Compressive bending 
in ring a t in te r face 
Caused by applied non«nt. 

Conpressive direct CP/A) 
s t r e s s due t o fr ict ion 
causing danper to shrink. 

- Tensile bending m 
danper* a t In ter face . 
Grea te r magnitude 
due t o smaller 
neutra l axis radius 

Fig. 4 Stress at damper/seal interface 
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Fig. 5 Damper nomenclature 

radial load per unit length, P. Equation (8) may then be solved 
for B,: 

liPRl 1 
Bi = 

NAdEcd 

Cd \Rs, 

(9) 

(N2- 1) 

The "lock-up" load P, required to stop all slipping for a given 
amplitude B may also be obtained: 

.Cd \RS 

Pi = 
NAdEcdB 

m 
+ 1 (N2 + 1) (10) 

If B > Bi for some P, slipping will proceed over the region 
90 s 9 == irllN. At the point, 9 = 90, F is equal to /J,P. 
Combining Eqs. (9) and (10), we obtain: 

F = iJkP, sin (NO) = /J.P — sin (M9) (11) 
B, 

MO = 

sin(M90) = —= — (12) 
Pt B 

Calculation of Slip Between Damper and Seal 
To find the slip, the tangential displacement of the damper 

ring surface, vd, must be calculated over the region where slip 
is occurring, and compared to the tangential displacement of 
the seal. In this region, the friction force per unit length is at a 
maximum and therefore, 

= _v£Rd. 
£rf, friction . _ I ^ » . AdE \2N 

Since the ring is assumed to be extensible, 

1 dvd 

and, 

dVd 

de 

£d , friction 

i^PRd 

w 
PZ + Rdd9 

AdE \2N 

Equation (15) can be integrated to yield 

B . iiPRd 
vd = sin (N9) — L , 

N 2AdE \2N 

6 - B cos (N9) 

(13) 

(14) 

(15) 

+ C (16) 

The tangential displacement of the damper ring, vr, at the inter
face radius, Rf, can be obtained by adding the bending compo
nent and the tensile component of the ring's displacement. 

Vr = sin (N0) 
2AdE \2N 

+ ^f{N2- l ) s i n ( A » ) + C (17) 
NR2

d 

For the seal body at the interface, the technique is similar. 
However, the bending strain displacement has the opposite sign 
and the "stretching" term is equal to zero since inextensibility 
is assumed. Let v0 = the displacement of the seal at the interface 
and i = slip. Then s = u0 - vr = relative displacement. Using 
the equations above and combining the integration constants, 
and noting that at 9 = 80, s = 0, the expression for slip is: 

1 Rf I sin N9 

N2 Rd \sin N90 
- 1 

1 
+ -

2 
liPRl 
EAd 

,2N ) \2N 

for 90 < 9 < irl2N. For all other locations, * = 0. 

(18) 

Fig. 6 Design variables 
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Table 1 Results of circular cross section optimization 

Trial Initial Final Constraint! 

# x1 (mm) x2(mm) x3 x4 x1 (mm) x2(mm) x3 x4 CI C2 C3 a 
1 2.0 223 1 0.55 3.75 200 1 0.7 0.81 0.10 0.83 9.40 

2 1.0 223 1 0.55 2.28 201 1 0.7 0.81 0.32 0.83 7.36 

3 0.5 223 1 0.65 2.28 201 1 0.7 0.81 0.32 0.83 7.36 
4 3.0 223 1 0.55 3.76 200 1 0.7 0.81 0.10 0.83 7.36 

e 4.0 223 1 0.55 3.75 200 1 0.7 0.81 0.10 0.83 9.40 

6 6.0 223 1 0.56 3.76 200 1 0.7 0.81 0.10 0.83 7.36 

7 2.0 218 1 0.65 3.76 201 1 0.7 0.81 0.10 0.83 7.37 
8 2.0 214 1 0.56 3.75 200 1 0.7 0.81 0.10 0.83 7.36 

9 2.0 209 1 0.56 3.75 200 1 0.7 0.81 0.10 0.83 7.36 
10 2.0 200 1 0.66 3.76 200 1 0.7 0.81 0.10 0.83 7.36 

11 2.0 223 1 0.66 3.75 200 1 0.7 0.81 0.10 0.83 7.36 
12 2.0 223 0.92 0.65 3.75 200 1 0.7 0.81 0.10 0.83 7.36 
13 2.0 223 0.84 0.65 3.75 200 1 0.7 0.81 0.10 0.83 7.36 
14 2.0 223 0.76 0.56 3.75 200 1 0.7 0.81 0.10 0.83 7.36 
16 2.0 223 0.68 0.55 3.76 200 1 0.7 0.81 0.10 0.83 7.36 
16 2.0 223 0.69 0.56 3.75 200 1 0.7 0.81 0.10 0.83 7.36 
17 2.0 223 1 0.70 3.75 200 1 0.7 0.81 0.10 0.83 7.36 
18 2.0 223 1 0.60 3.75 200 1 0.7 0.81 0.10 0.83 7.37 

19 2.0 223 1 0.50 2.28 201 1 0.7 0.79 0.32 0.83 7.36 
20 2.0 223 1 0.40 3.76 200 1 0.7 6.81 0.10 0.83 7.36 
21 2.0 223 1 0.30 2.28 201 1 0.7 0.81 0.32 0.83 7.36 

Work Calculation 

The work, W, done by the friction force in a full cycle may 
be obtained by multiplying the friction force by the relative 
displacement and integrating over the slip region: 

W = 16 
(yP)2Rt 
N2EAd 

cot M 0 + N60--\ 

-!(!-*)•] (19) 

The power, D, dissipated by the damper ring is obtained by 
multiplying the work per cycle by the frequency of vibration, 
/ . The absolute value is necessary since slip is defined as a 
negative in Eq. (19): 

D = 1 6 / N>EAd 
cot N60 + Nd0 

71^ 

~ 2 , 

1 /w 

3 \2 
- N6 (20) 

Note that the energy dissipated is a function of 9Q, the angle 
where slippage starts. As shown in Eq. (12), this angle is a 
nonlinear function of the modal amplitude, B. Therefore, the 
damping is a nonlinear function of the modal amplitude, B. In 
particular, a finite modal amplitude, B,, exists where no slipping 
occurs, and no energy is dissipated by the damper. 

Damper Performance Metric 

The nonlinear dependence of the dissipation on the amplitude 
of vibration, which is unknown at the design stage, makes it 
difficult to compare the performance of various damper designs. 
Therefore, it was decided to base the comparison on an assumed 
vibrational amplitude, which results in a vibratory hoop stress 
in the seal equal to the allowable vibratory stress obtained from 
a Goodman Diagram analysis. A relative dissipation ratio, Q, 

can then be formed, which is the ratio between the total system 
energy and the energy dissipated by the damper. 

Q 

Seal vibrational energy 
+ energy dissipated by damper 

Energy dissipated by damper 
(21) 

Note that the vibrational energy of the seal is a function of the 
modal amplitude, B, which is measured at the free end of the 
seal, while the energy dissipated by the damper is calculated 
based on the radial amplitude at the particular axial location of 
the seal. 

For design purposes Q may be used to measure the merits 
of one damper design versus another. As Q becomes smaller, 
the percentage of total system energy that is dissipated by the 
damper increases. For the assumed Bdamped, the damper with the 
smaller Q value would provide the largest dissipation, and thus 
the greatest reduction in actual response amplitude. The optimal 
damper design is then that design which minimizes the value 
off i . 

Design Variable Definition 

Q is a function of four or five design variables, depending 
on the damper cross section desired. They are: (1) (JC: ): damper 
diameter (or width for rectangular cross section); (2) (x2): 
interface radius, Rf\ (3) (;t3): axial location along the seal; (4) 
{xA)\ the coefficient of friction between the seal and damper; 
and (5) (x5): damper aspect ratio = height/width if a rectangu
lar cross section is desired (Fig. 6) . The interface radius and 
axial location design variables were normalized by dividing by 
the maximum interface radius, and the seal length, respectively. 

Constraints 

The problem will be constrained by two strength and one 
stability criteria. First, the additional damper load must not 
increase the total hoop stress at the knife edge tip, crtotai = <rvib 

+ ŝteady, to greater than 80 percent of O-.2%YS- Second, the total 
bending stress at the seal base must not exceed a.2%YS. Finally, 
damper separation is not allowed. If the damper's inertia is 

572 / Vol. 117, JULY 1995 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2 Results of rectangular cross section optimization 

Trial Initial Final Conatralntt 

# xl(mm) x2(mm) x3 x4 x6 xl Imm) x2|mml x3 x4 x6 C1 C2 C3 O 
22 2.0 223 1 0.66 3.38 223 1 0.64 0.80 0.74 0.0 0.83 1.16 

23 1.0 223 1 0.66 3.43 223 1 0.7 0.82 0.74 0.0 0.83 1.13 

24 0.6 223 1 0.66 3.60 223 1 0.7 0.81 0.74 0.0 0.83 1.13 

26 3.0 223 1 0.66 3.40 223 1 0.7 0.81 0.74 0.0 0.83 1.14 

26 4.0 223 1 0.66 3.70 223 1 0.7 0.87 0.74 0.0 0.83 1.13 

27 6.0 223 1 0.66 3.60 223 1 0.64 0.86 0.74 0.0 0.83 1.16 

28 2.0 218 1 0.66 3.38 223 1 0.7 0.80 0.74 0.0 0.83 1.14 

28 2.0 214 1 0.66 3.38 223 1 0.7 0.80 0.74 0.0 0.83 1.14 

30 2.0 208 1 0.66 3.46 223 1 0.7 0.82 0.74 0.0 0.83 1.13 

31 2.0 200 1 0.66 3.66 223 1 0.7 0.88 0.74 0.0 0.83 1.13 

32 2.0 223 1 0.66 3.38 223 1 0.7 0.80 0.74 0.0 0.83 1.14 

33 2.0 223 0.82 0.66 3.76 223 0.94 0.7 0.80 0.74 0.0 0.83 1.11 

34 2.0 223 0.84 0.66 3.76 223 0.94 0.7 0.80 0.71 0.002 0.83 1.12 

36 2.0 223 0.76 0.66 3.76 223 0.96 0.7 0.86 0.71 0.006 0.83 1.12 

36 2.0 223 0.68 0.66 3.76 223 0.96 0.7 0.81 0.71 0.0 0.83 1.12 

37 2.0 223 0.68 0.66 3.76 223 0.94 0.7 0.80 0.72 0.0 0.83 1.11 

38 2.0 223 1 0.70 3.76 223 1 0.7 0.97 0.71 0.003 0.83 1.13 

38 2.0 223 1 0.60 3.38 223 1 0.7 0.80 0.71 0.0 0.83 1.13 

40 2.0 223 1 0.60 3.38 223 1 0.62 0.80 0.74 0.0 0.83 1.14 

41 2.0 223 1 0.40 3.38 223 1 0.7 0.80 0.74 0.0 0.83 1.13 

42 2.0 223 1 0.30 3.76 223 1 0.7 0.98 0.74 0.0 0.83 1.13 

43 2.0 223 1 0.70 0.7 3.38 223 1 0.7 0.80 0.74 0.003 0.83 1.14 

44 1.0 260 1 0.80 0.9 3.38 200 1 0.62 0.80 0.74 0.0 0.83 1.16 

46 1.0 260 1 1.10 1.1 3.76 201 1 0.7 0.98 0.74 0.002 0.83 1.13 

46 1.0 260 1 1.20 1.2 3.40 200 1 0.7 0.82 0.74 0.004 0.83 1.14 

47 1.0 260 1 1.26 1.3 3.38 200 1 0.7 0.81 0.74 0.004 0.83 1.14 

greater than the force per unit length applied to the damper, 
i.e., the radial load is insufficient to cause the ring to maintain 
contact with the seal, separation will occur. Since the damper 
radial load is caused strictly by centrifugal forces, the equation 
for separation may be written as: 

pAdq
2B < pAjRjW2 

PAd{2,ffB < PA<,RJ^ 

Q and Dissipation as Functions of E 
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Fig. 7 Q and dissipation as functions of amplitude 

3600 * U - Y 
Rd \ r p m / 

1.0 < 0 (22) 

In addition, a series of side constraints are used. The damper 
diameter will be limited such that 1.0 mm < X\ =s 7.5 mm. 
This is based on size limitations of the seal, and the need for 
attachment material. The normalized interface radius will be 
limited to 0.95 =s x2 =s 1.0. For values smaller than 0.95, the 
material added to the seal to house the damper increases in 
radial height to a point where additional stiffness is added to 
the seal, and the neutral axis of the seal may also shift. The 
normalized axial location will be limited such that 0 == x3 s 
1.0. The coefficient of friction will be limited such that 0.4 < 
x4 s 0.7. Finally, if a rectangular cross section is used, the 
aspect ratio will be limited to 0.8 < x5 s 1.25. These limits 
are used so that the damper will not have a tendency to "roll" 
over, or be too long axially to fit on the seal. With the objective 
function, design variables, and constraints defined, the problem 
can now be summarized in classical optimization format: 

minimize Q(x); x = (x,, x2, x,, x4, {x5}) 

subject to: 

g,(x) = 0.8<T.2%ra - ffhoop s 0—Hoop Stress 

gi(x) = <7.2%YS - ownng a= 0—Bending Stress 

g3(x) = 1 - 3 6 0 0 - | X ) > 0 -Separation 
R,, \rpm / 

g*(x) thru gl3mi5(x) a= 0—Side Constraints (23) 

The minimization of Q was accomplished using the Keefer 
and Gottfried exterior penalty function method as described in 
Vanderplaats [5] , based on its robustness and ability to handle 
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starting points outside the feasible region. A pseudo-objective 
function, Q', is defined as: 

n 

Q'{x) = Q{x) - rp X I {min [0, g,(x)}}2 (24) 
/ = ] 

The penalty multiplier, rp, is a positive variable, which serves 
to increase (penalize) the pseudo-objective function for any 
violated constraints. Low values of rp will typically result in 
solutions in the infeasible region. Therefore the penalty multi
plier is increased as the search progresses to force convergence 
on the constrained optimum. Normalization of the design vari
ables and constraints so that all values fall in the region 0.0 =s 
Xi s 1.0 ensures that all constraint violations are given equal 
weight. 

OPTLIB [6], an optimization code library produced by the 
University of Missouri, which contains a menu of general opti
mization algorithms, was used to perform the search for the 
optimum damper design. For this study, Powell's method was 
selected to generate successive search directions through the 
design space. The one-dimensional searches were performed 
using the Golden Section algorithm. 

The program starts with an initial damper design, as defined 
by assigned values of xx, x2, x$, x4, {x$}. Each starting vector 
lies in the basin of attraction of some local minimum. Ten 
different starting vectors were used for both the circular and 
rectangular damper to attempt to find the best local minimum. 

With the initial damper geometry known, the additional load 
on the seal caused by the damper mass can be calculated. The 
change in steady-state stress is found by using the method of 
superposition. Since the problem is purely linear, for a given 
damper load at a known axial station, the new stress in the seal 
can be calculated using Eq. (25), where (o7(5)SIatiC is known 
from a static F.E. analysis: 

, . . . damper load I a\ 
(o"M)new = (°Woid + —r.—TT *l T (25) 

/load\ W s t a l i c 
\ ° / static 

The OPTLIB code, which performs the search, calls a FOR
TRAN subroutine to evaluate the objective function and con
straints. The axial location is sent to the interpolation subroutine 
to update the ratios and find the amplitude of vibration at the 

current axial location from the mode shape data. Finally, Q and 
the constraints are calculated and returned to the optimization 
program. The program generates new values of the design vari
ables according to the strategy outlined above. The process is 
repeated until the lowest value of Q is found. The final values 
of the design variables are output, along with the values of the 
constraints. 

Results 
The optimization code was run on the test case shown in Fig. 

1. In order to test for local minima of the objective function, 
various starting points for the design variables were chosen. 
The results from the program are summarized in Table 1 for 
circular dampers and Table 2 for rectangular cross sections, 
with the optimum designs highlighted. 

As can be seen, for the test case studied, both the optimum 
circular and rectangular dampers were found to have the mini
mum interface radius, and the maximum coefficient of friction. 

The circular damper had the largest diameter allowed, located 
at the far end of the seal, and showed no local minima within 
the design space. Even at the boundaries, where the optimum 
was found, the constraints of stress magnitude and damper sepa
ration tended to be well within the allowable bounds. 

For the different starting points, the rectangular cross section 
exhibits local minima with damper heights of approximately 
6.75 mm and 7.5 mm. 

Discussion 

Figure 7 is a plot of total energy dissipation and Q, as func
tions of B, the amplitude of radial motion of the damper axial 
station along the seal. For any given mode shape and the as
sumed response amplitude, the seal's total energy is fixed. 
Therefore, the numerator of Q becomes a constant plus the 
dissipation produced by the damper. The damper dissipation is 
a function of the amplitude at the axial location chosen. Since 
seal energy is constant for the mode shape, moving to the far end 
of the seal has the effect of increasing B, which will decrease Q. 

A larger diameter wire would also produce similar results by 
providing additional pressure load, which also increases dissipa
tion, but is limited by the stress constraints. Finally, a larger 

Q os o Function of V M o t y Ampilude 

Damper Design Remcuns Constant 
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Fig. 9 0 as a function of modal amplitude 
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coefficient of friction will provide a larger amount of work for 
a given displacement. 

From Eq. (17), it can be seen that with all other variables 
being held constant, slip increases linearly with respect to cA, 
the distance between the seal's neutral axis and the interface 
surface. In addition, for a given damper, reducing Rf and Rd by 
the same amount causes Rf/Rd to become larger, which increases 
dissipation. 

The test case tended to validate these observations for the 
circular cross section. For the rectangular cross section, how
ever, the optimum damper was located only 95 percent of the 
distance from the base to the end, and the hoop stress constraint 
was active. This move in location indicates that for optimum 
dissipation, the pressure produced by the damper is a stronger 
contributor than the axial location. For this case it is more 
advantageous to move the seal toward the base, even though the 
local amplitude is lower, in order to satisfy the stress constraints, 
rather than sacrifice pressure load by making the damper cross 
section smaller. 

For the rectangular cross section tested, an aspect ratio greater 
than 1 would add additional distance between the neutral axes, 
but the optimum damper was found to have an aspect ratio less 
than one. For this particular test case then, we may conclude 
that damper load is a stronger influence on overall effectiveness 
than the distance between neutral axes. 

Evaluation of Q as a Design Metric 
The relative dissipation ratio, Q, is computed using an as

sumed modal amplitude, which may not actually occur. For this 
amplitude, the lowest value of Q corresponds to the largest 
amount of dissipation by the damper. For a given seal, larger 
values of dissipation (smaller Q) will result in larger reductions 
of vibratory amplitude. 

When the seal system is in the design stage, it is difficult to 
determine the actual vibratory amplitude. Modal analysis can 
be used to approximate the response only if the internal damping 
and forcing function are assumed. Figure 8 is a plot of dissipa
tion and Q as functions of the modal amplitude. Note that a 
different definition of B is used than in Fig. 9. Here, B is the 
assumed amplitude, which is used to calculate seal energy for 
a given axial location of the damper. As can be seen, as B 
decreases and approaches Bt, the lock-up amplitude, Q tends 
to increase in a quadratic fashion. As B increases above S, in 
value, Q tends to be linearly related. Therefore, if Bdumped.acumi is 
less than the assumed B, Q will be higher, but infinite life will 
be achieved. If Sdampedtacluai is greater than the assumed B, the 
design does not meet design requirements, and must be rede
signed. 

For the given circular optimum damper design, xx = 7.5 mm, 
x2 = 200.3 mm, x3 = 1.0, x, = 0.700, various damped amplitudes 
were assumed, and the corresponding Q values calculated. The 
results are presented in Fig. 9. Also shown are four randomly 
generated damper designs. The design variables chosen are sum
marized in Table 3. The results are similar for the rectangular 
damper. As can be seen, over the range of amplitudes shown, 
the optimum damper design still provides the lowest Q value. 

Table 3 Random dampers 

Trial * 1 

(mm) 
x2 

(mm) 
* 3 x4 

1 2.5 222.5 0.92 0.550 

2 2.0 215.9 0.84 0.580 

3 1.5 211.4 0.60 0.700 

4 2.8 200.3 0.90 0.300 

Only random damper #4 comes close to the optimum, but this 
is due to the fact that the optimum damper would be near lock
up for lower B values in this regime. If in fact, the locked-up 
amplitude for the optimum damper is converted back to a vibra
tory stress, it is seen that infinite life would result. 

The important thing to note from the graph is that although 
the Q value for the optimal damper design is not expected to 
be attained when the hardware is manufactured, the optimum 
design will provide the maximum amount of dissipation possi
ble for the given constraints. When hardware is produced, vibra
tion tests can be performed to evaluate the actual reduction in 
vibratory amplitude. 

Conclusions 

It has been demonstrated that by using standard optimization 
techniques, it is possible to design an optimum split ring 
damper. For the test case presented, the optimum damper existed 
on the bounds of the design space for the circular damper, and 
near the boundary for the rectangular cross section. It is shown 
that the relative dissipation ratio, Q, is a valid metric for com
parison of candidate designs, since the damper selected based 
on Q evaluated for some assumed amplitude would also be the 
optimum for any other reasonable amplitude of response. Using 
the optimization technique increases the likelihood that the vi
brational amplitude will be reduced to an acceptable level, since 
no other damper design, subject to these constraints, can provide 
greater dissipation than the optimum design. 
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Lyapunov's Stability of Nonlinear 
Misaligned Journal Bearings 
In this paper the stability of nonlinear misaligned rotor-bearing systems is investi
gated, using the Lyapunov direct method. A finite element formulation is used to 
determine the journal bearing pressure distribution. Then the linear and nonlinear 
stiffness, damping, and hybrid (depending on both displacement and velocity) coeffi
cients are calculated. A general method of analysis based on Lyapunov's stability 
criteria is used to investigate the stability of nonlinear misaligned rotor bearing 
systems. The equations of motion of the rigid rotor on the nonlinear bearings are 
used to find a Lyapunov function using some of these coefficients, which depend on 
L/D ratio and the misalignment angles tpx, ipy. The analytical conditions for the 
stability or instability of some examined cases are given and some examples for the 
orbital stability are also demonstrated. 

1 Introduction 
It is well known that in the rotor-bearing dynamic phenom

ena, the fluid film of the journal bearing under large-amplitude 
vibrations introduces nonlinear forces. Neglecting these forces 
introduces significant error. In such cases linear theory typically 
predicts vibration amplitudes larger than the bearing clearances. 
Furthermore, important vibration phenomena, such as subhar-
monic resonance and instability limit cycles, are "filtered out" 
of the linear differential equations of the problem, thus giving 
fault predictions. On the other hand, in the nonlinear models, 
the problems of stability and instability are better posed. 

An investigation of stability behavior of rigid rotors sup
ported on plain cylindrical bearings is important for a reliable 
bearing design. The dynamic stability of a rotor bearing system, 
including nonlinearities, is a problem that has attracted attention 
for some time. Many theoretical and experimental investigations 
have been done in which the stability of rotor bearing systems 
is examined. Dimarogonas [1] presented a general method for 
stability analysis of rotating shafts using a continuous rotor with 
any number of discontinuities and linear and nonlinear forces. 
Some stability charts from experimental investigations of linear 
stiffness and damping coefficients are given by Glienicke [2] . 
The stability of a rigid rotor in oil journal bearings including 
the effect of elastic distortion in the bearing liner is investigated 
by Majumdar et al. [3] . Crosby [4] investigated the stability 
of a rigid rotor in rapture finite journal bearings, using numerical 
methods and solving the nonlinear equations of motion. The 
stability of oil whirl and whip in rotor-bearing systems is inves
tigated by Muszynska [5, 6 ] , using experimental and analytical 
techniques. Parszewski and JCrynicki [7] presented the method 
for rotor bearing system stability using the bearing shape func
tion presentation. Ogrodnik et al. [8] examined the stability of 
a rigid rotor with varying degrees of static journal-bush mis
alignment. They gave orbits in which the effect of static and 
dynamic misalignment in the system stability is presented. A 
general method of analysis based on Lyapunov's direct method 
for studying the dynamic stability of elastic rotor linear bearing 
systems was proposed by El-Marhomy and Schlack [9]. 

The stability of nonlinear bearing system, solving numeri
cally the equations of motion, is presented by Hashish et al. 
[10]. Some orbits with different initial conditions are plotted 
and stability diagrams are also presented. Adams [11] developed 
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a general analysis to simulate steady-state and transient vibra
tion phenomena of complex rotor-bearing support systems. Or
bits for some nonlinear cases are presented. Crooijmans et al. 
[12] presented an analysis of the self-excited vibrations of a 
rotor carried in cylindrical bearings. 

As for aligned linear journal bearing, eight dynamic coeffi
cients (four stiffness and four damping) are used. When mis
alignment occurs, 32 linear coefficients are introduced, which 
relate the force or moment with displacement or rotation. These 
32 linear coefficients were calculated by Pafelias [16] where 
the effect of the journal misalignment on the journal-bearing 
dynamics was examined. The present paper is extended to non
linear cases, where the dynamic coefficients, as it will be seen, 
are much larger. In detail one could follow this extension 
in [13]. 

Bannister [17] investigated the nonlinearities into a partial 
journal bearing using experimental and numerical techniques. 
In his analysis the misalignment effects are also included. 

The purpose of this paper is to present the effects of misalign
ment on both the dynamic coefficients and the stability of non
linear journal-bearing systems, giving analytical conditions for 
this stability. This is done by modeling the system as a continu
ous rigid rotor mounted on misaligned bearing with various 
nonlinear coefficients using the sense of Lyapunov that defines 
the stability of stationary equilibrium position. With the method 
presented one could conclude for the stability of an analogue 
system without solving the equations of motion. These stability 
criteria are tested by comparing with stability regions found in 
the sense of Poincare, which defines the orbital stability. In this 
paper also the stability is examined using the hybrid coefficients 
introduced and defined in [13]. 

2 Reynolds Equation 

Let us consider a journal bearing with geometric characteris
tics as shown in Fig. 1, with laminar flow incompressible oil 
film and constant viscosity of the lubricant. Neglecting the body 
forces, and the variation of the pressure across the film thick
ness, and considering a no-slip condition at the Newtonian fluid 
and the solid interface, the Reynolds equation takes the form, 

v - ( i | v p > = v - [ w / ] V (1) 

where // is the lubricant viscosity, P = P(8, z) is the unknown 
pressure distribution, and h = h(9, z) is the oil film thickness, 
given by the following expression for a misaligned journal: 
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Fig. 1 Geometry of the journal bearing 

h(9, z) - c + ea cos 9 

+ z[ipy cos (9 + ip0) + tpx sin (9 + <^0)] (2) 

where ipx and i/<y are the misalignment angles (Fig. 1J. 
In Eq. (1) in the case of an immobile bearing, 2U = Ui + 

Vj". For steady-state bearing operation the velocities have the 
values V = 0 and U = u>r (where u is the angular velocity) 
and for dynamic loading V and U are given by the equations: 

V = x cos (9 + <pa) + y sin (8 + <p0) 

+ z[il>y cos (9 + ip0) + \\ix sin (9 + ip0)] 

U = wr - x sin (9 + ip0) + y cos (9 + <p0) 

+ z[-^y sin (9 + ip0) + i/^ cos (9 + ip0)] (3) 

where x and y are the velocities of the journal center. For an 
aligned bearing, the rotational velocities tj/x and ij/y are equal to 
zero. For the expression of U in Eq. (3) the velocities x, y, tj/x, 
if/y are very small compared with wr and could be neglected. 

Thus a finite element algorithm, using linear triangular ele
ments, was programmed to solve the Reynolds equation based 
on Huebner formulation [14]. In this formulation the true pres
sure distribution in an incompressible lubricant film minimizes 
the discretized power functional, 

I(P) L[ (-
\24/i 

VP huY VP I dA + Qpds (4) 

where Q = h(U - (/i2/12/i)AP)- m. 
In its discretized form, the problem is solved by minimizing 

the system functional (4) with respect to the unknown (gener
ally interior) nodal pressures subjected to the no-negativity con
straints), 

> 0 (5) 

This is a simple cavitation algorithm suitable for the simple 
linear triangular finite element used. Other cavitation algorithms 
require other finite elements, like four or eight-node quadrilat
eral elements. But a major disadvantage with elements other 
than the triangle is that closed integration over the element 
may not be possible. Thus numerical integration by Gaussian 
quadrature or some other algorithms becomes necessary. This 

entails extra computation time, and the resulting improvement 
in accuracy may not always warrant the more elaborate proce
dure. Clearly, for coarser meshes the solution becomes too inac
curate, and for finer meshes there is little change in the results 
obtained. 

For a given external loading condition, the static equilibrium 
position of the journal center can be found by equating the 
hydrodynamic forces with externally applied load. A two-di
mensional Newton-Raphson search technique is applied for the 
calculation of the equilibrium position of the journal center 
when the sum of the hydrodynamic forces Fhydr and the external 
loads Fext equals to zero. 

X (̂ hydr + Fcxt) ~ 0 (6) 

A 27 X 9 finite element grid with linear triangular elements 
was used for the solution. The model consists of a rotor with 
diameter D = 0.0254 m, radial clearance c - 63.5 fim, angular 
velocity w = 1256 rad/s, and viscosity fx = 0.012 Pa- s. 

3 Dynamic Coefficients 
The hydrodynamic forces, in the general case that biplanar 

misalignment occurred, in the two main directions depend on 
the displacements, the rotations, and the respective velocities: 

Fx = Fx(x, y , >ftx, ipy, x, y , t/>,, tj/y) 

Fy = Fy(X, y , >}JX, lj/y, X, )!, l//, , lJ/y ) (7) 

Analogue expressions are used for the moments produced by 
the misalignment. It is obvious that in the linear case there are 
16 elastic and 16 damping coefficients. The expansion of the 
expressions (7) and those of moments applying Taylor series 
gives 32 linear and many more nonlinear coefficients, which 
depend on displacements, linear rotations, and angular veloci
ties, and their combinations. These coefficients could be calcu
lated doing linear and rotational perturbations on a steady run
ning condition simultaneously. In small perturbations the equiv
alent (sum of linear and nonlinear) coefficients K">, C'q, and 
Aeq converge in the linear coefficient values and for bigger 
perturbations these coefficients have a variance that depends on 
the geometry and the operation conditions of the problem. 

In Fig. 2 the calculated linear dimensionless stiffness and 
damping coefficients are compared with those of Bannister [17] 
for 120 deg partial journal bearing. As one could observe there 
is good agreement. To test the nonlinear coefficients it is more 
informative to examine the orbits produced. 

Eight linear coefficients relating the force displacement and 
velocity are produced by expression (7) . Their aligned values 
differ from misaligned values as the misalignment angles are 
changed in one plane \jtx * 0 or ijiy * 0, or in two planes ij/x * 
0 and tf/y * 0. 

A hybrid term is defined as the partial derivative of the force 
in respect with both displacement and velocity. The importance 
of all stiffness, damping, and hybrid coefficients is not the same. 
Some of them give substantial contribution to the force (as the 
relating force displacement) but some other do not (as the 
relating force rotation). The number of nonlinear coefficients 
produced by these expressions is very large. These coefficients 
could be calculated using this analysis but could not be pre
sented in this paper due to their large number so some of the 
most important are selected and presented. 

Applying third-order Taylor's series to force expressions, 
keeping the above-mentioned important terms and neglecting 
those with sum of superscripts bigger or equal to four, Eq. (8) 
is obtained, for the forces in the x and y directions, respectively, 

F = Ke
F

q
xAx + Ke

F%AxAy + KfyAy + C%Ax 

+ C%yAxAy + C%Ay + A^AxAx 

+ A'^AxAy + A7yyAyAy + A%xAyAx (8) 
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where F stands for Fx or F,, K, C, and A are the stiffness, 
damping, and hybrid coefficients, and 

K7X = KFx + KFx*Ax + KFx>Ax2 

KF% = KFxy + KFx*yAx + KFxy*Ay 

K% = KFy + KrfAy + KFy'Ay2 

CFx= CFx + CFx*Ax + CFx>Ax2 

C^ = CFxy + CrfyAx + C^A^ 

c'Fy = Cfy + CrfAy + CrfAy2 

A'Fxx = AFxx + AFx>-xAx + AFxyxAy + AFxx*Ax + AFxxyAy 

Ae
Fxy = AFxi + AFx^Ax + AFxyyAy + AFxxyAx + AFxy*Ay 

Ae
Fyy = AFyy + AFxyfAx + AFy*y Ay + ApyxyAx + A^Ay 

Ae
Fyx = AFyx + AFxyxAx + AFy*x Ay + AFyx*Ax + AFyxyAy 

The subscript of the coefficients means differentiation of Fx or 
Fy by the rest of the subscript. Some of the nonlinear coefficients 
are calculated and presented in Fig. 3 versus the misalignment 
angles. In Figs. 2 and 3 all coefficients are in dimensionless 
form (with bar), where, 

kF 'fj F'xi j y 

„2 

c r - r cu
 A - A 

. . . ^F,ij ~ <~F,Xj — AFlXjXj - AF.XjX) W 

^F,x 

w -rtf 

^•F,x' ~ ^F,x' 777 CFtf* — Ci %:*? — fy <"j W 
Ftf-zr A, -777- AFlXjXj - AFlXrf 

W 

and c is radial clearance, W is the external load, and u> the 
angular velocity. The misalignment angles are also in the form. 

In Fig. 3 some dimensionless second and third-order nonlinear 
terms versus misalignment angles ijix = ifixL/c and ~fyy = ifiyL/c, 
for Sommerfeld numbers S = 0.0929 and S = 0.639, are pre
sented. These coefficients are used for the Lyapunov stability. 
The signs play an important role in the state of stability. 

4 Stability in the Sense of Lyapunov 
The model consists of a rigid rotor of mass m supported 

by a nonlinear misaligned bearing. As it was mentioned by 
Nikolakopoulos and Papadopoulos [13] there are many nonlin
ear terms in the case of misaligned rotor bearing systems. A 
general Lyapunov function should include all these coefficients, 

which appear in equations for Fx and Fy. To find such a general 
function is a very difficult task, if not impossible. Lyapunov in 
his book [15] deals with special cases, named critical cases. So 
this method can be applied in this problem for critical cases. 
Each critical case includes some nonlinear terms. Which nonlin
ear term is to be used depends on the importance of the term 
on the specific problem and the limitations to find a suitable 
Lyapunov function. In this paper only the terms of odd order 
with hybrid terms are used in order to investigate the stability 
in the large using the second method of Lyapunov. 

First Case. Let us consider the nonlinear bearing model, 
which after naming Xi = x, x2 - x~, x3 = y, x4 = y can be 
described by the matrix equation, 

x2 
x3 

0 1 0 

*Fx* CFxx 
0 

m m 
0 

0 0 0 

0 0 
kFyy 

m 

0 

1 

CFy] 

m 

x{ 
x2 
x, 

.x4. 

r o -I 
1 
m 

-kFxX
3x\ 

0 
•~kFyy*X3. 

(9) 

Let consider also the Lyapunov function Vand his time deriv
ative in the form, 

V = ax\ + bx\ + c'x\ + dx\ + ex2 + fx\ 

V = 4o*i.<i + 2bxiXi + 2c'x2x2 + 4dx%x3 

+ 2ex3x3 + 2fxAX4 (10) 

where a,b,c',d, e, and / a r e all positive numbers. 
From Eqs. (9) and (10) the final expressions of V and V are 

obtained, 

£_ F*' 
2 m 

V = ~^^x\ + c'—x\ + c'xl 
^Fxx 

m 

m 

V = - 2 c'~xl + f—^xl 
m m 

+ l>%Lxt + fl%lx2+fx2 

m 

( ID 
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Fig. 3 Nonlinear stiffness, damping and hybrid coefficients, of a misaligned journal bearing for S = 0.0929 and S = 0.639, with LID = 1 

The function V could be taken as a Lyapunov function be
cause it is a real continuous function V(x), x = {x{, x2, x3, 
x4} possessing continuous first partial derivatives with respect 
to the variables x and V(x) > 0 if KFxX, KFxX\ KFyX, KFyy

3 are 
positive in a domain of interest V(x) =t= 0 and V(0) = 0. Also 
the time derivative of V could be written as V = dV/dt = 

m 

2 (dV/dXiXdxtfdt) = W • X, where VV is the gradient of 
1 = 1 

the scalar function V and X could be displacement or velocity. 
The stability of the system depends on positive or negative 
definiteness of the function V. If the function V is positive 
definite (V > 0) and V < 0 because c ' , / , cF^, cFjJ, are positive 
constants, the nonlinear system (9) is asymptotically stable. If 
the definiteness of V and V cannot be found then the method 
with Lyapunov functions cannot give an answer for the stability 
of the system. In this case the stability for the nonlinear system 
could be examined in the sense of Poincare or orbital stability, 
by solving the equations. 

Second Case. Let consider the nonlinear model: 

The Lyapunov function V and his time derivative are: 

' Xi~ 

x2 _ 
Xi 

. - ^ 4 . 

m 

0 

0 

1 

cF/ 

m 

0 

0 m 

0 

0 

1 

m . 

Xl 

Xl 

X3 

x4. 

1 
+ — 

m 

-~kFxX*X\ — cFjjXt — AFxX
2

xX\X2 

.^kp^X} — cFy^xn AFyy
2
yx3x4. 

(12) 

kf,x' 

2 m 

kFxX 

m 

f kF „3 L , 

2 m m 

m m m 

m m m 
X 3 \Xf 

—- —2c \3\X1, x2)x2 ~~ 2 / \4\X3, X4JX4 

= -2c'(\3)xl - 2 / ( X 4 ) 4 (13) 

If X.3(x,, x2) > 0 and X.4(x3, x4) > 0 then the system (12) 
is asymptotically stable, if \3(xu x3) < 0 and X4(x3, x4) < 
0 then is unstable and if \3(xu x2) = 0 and X.4(x3, x4) = 0 
then the system is stable. The sign of the quadratic \(x) 
functions is examined using Sylvester's theorem. In case the 
signs of the polynomials \ 2 , X.3 are opposite then the method 
with Lyapunov functions cannot give answer for the stability. 
The function given by Eq. (10) is the general Lyapunov 
function for nonlinear systems with odd order of nonlinear 
terms and without coupled terms. All these nonlinear systems 
are solved numerically and examined for their stability in the 
sense of Poincare. 

In Fig. 4(a) the orbit coming from the solution of the nonlin
ear system (9) is plotted. It is observed that there is a good 
agreement between Lyapunov and Poincare concerning the sys
tem stability. Figure 4(c) represent stable solution for sys
tem (12). 

In Fig. 4(b) an unstable solution for the system (12) is 
obtained. The values of the nonlinear terms in systems (9) and 
(12) are taken from Fig. 3. 
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Fig. 4 Linear and nonlinear orbits 

5 System Response and Orbital Stability 

In this paragraph the effects of the nonlinear coefficients on 
the dynamic system response, using expression (8) for Fx and 
Fy, are investigated. In the results paragraph the journal center 
orbit and the response spectra are presented for some cases of 
misaligned rotor bearing systems. The nonlinear equations of 
motion are: 

mx + Fx = W + Fx(t) 

my + Fy = Fy(t) (16) 

where W is the static load and Fx(t), Fy(t) are the unbalance 
forces. This system of differential equations is solved numeri
cally using the Runge-Kutta fourth order, with time step dt = 
0.0001 s. This analysis is used to find the orbit of the journal 
center and to conclude for the stability in Poincare sense. 

The true nonlinear simulation of the orbit of the center of the 
shaft claims the solution of the system (16) using the equations 
for the oil film forces. The orbits presented in Fig. 4 are plotted 
using that nonlinear coefficients, which give, according to the 
stability conditions found, stable or not systems. The initial 
conditions for all the cases presented in the results paragraph 
have zero values for the displacements and velocities. The initial 
conditions could have an effect on the stability of the nonlinear 
systems's changing the initial conditions, not only the shape of 
the orbit but also the state of the stability could be changed. 
This is a characteristic of chaotic systems. 

In Fig. 4(d-f) the difference between the linearized and 
nonlinear systems is demonstrated. Comparing the linear and 
nonlinear orbits it is obvious that the linear analysis predicts 
vibration bigger than the clearance but the nonlinear theory 
predicts smaller vibrations X(t)/c < 1 and Y{t)lc < 1. In Fig. 
5 spectrums for linear and nonlinear analysis are given. It can 
be observed that in the nonlinear spectrum appear more harmon
ics of higher order appear, as was expected. 

6 Conclusions 
The nonlinear stiffness, damping, and hybrid coefficients of 

a bearing are calculated using the present finite element formula
tion. The second theorem of Lyapunov is used for the stability 
analysis of nonlinear misaligned rotor-bearing systems. Some 
critical cases are examined. The basic feature of Lyapunov's 
second method is that stability is investigated without solving 
the system equations, saving calculation time. The analytical 
conditions of the stability could also be used for vibration con
trol. The success of the method depends on the selection of the 
Lyapunov function. The choice of a suitable Lyapunov function 
is not always obvious and there is not general procedure for its 
generation. A Lyapunov function suitable for a specific system 
of differential equations may not be suitable for another system 
of equations. 

The stability of a nonlinear rotor bearing system using Lyapu
nov functions depends on the sign of the nonlinear stiffness, 
damping, and hybrid terms. In the case where the positive or 
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Fig. 5 Linear and nonlinear frequency-amplitude diagram 
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negative definiteness of the Lyapunov function and of his time 
derivative cannot be found, the method cannot be applied, and 
other stability methods have to be used. 

Linear theory predicts journal to bearing vibration amplitudes 
larger than the bearing clearances. Nonlinear theories are more 
well posed for stability and instability problems. 
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Nonlinear Behavior of a 
Magnetic Bearing System 
This paper describes the results of a study into the dynamic behavior of a magnetic 
bearing system. The research focuses attention on the influence of nonlinearities on 
the forced response of a two-degree-of-freedom rotating mass suspended by magnetic 
bearings and subject to rotating unbalance and feedback control. Geometric coupling 
between the degrees of freedom leads to a pair of nonlinear ordinary differential 
equations, which are then solved using both numerical simulation and approximate 
analytical techniques. The system exhibits a variety of interesting and somewhat unex
pected phenomena including various amplitude driven bifurcational events, sensitivity 
to initial conditions, and the complete loss of stability associated with the escape from 
the potential well in which the system can be thought to be oscillating. An approximate 
criterion to avoid this last possibility is developed based on concepts of limiting the 
response of the system. The present paper may be considered as an extension to an 
earlier study by the same authors, which described the practical context of the work, 
free vibration, control aspects, and derivation of the mathematical model. 

Introduction 
Magnetic bearings are under development for use in a number 

of practical applications (O'Connor, 1992) and offer compel
ling advantages in certain circumstances. However, they also 
present significant challenges to the designer of magnetic levita-
tion systems for rotating shafts where rotor dynamic stability 
and robust vibration control are fundamental considerations 
(Nonami et al , 1990; Williams et al., 1991; Lee and Kim, 
1992). 

Hebbale (1985) illustrated several nonlinear aspects of mag
netic bearings and examined the effects of coordinate coupling 
that arises from eddy currents during shaft rotation. 

The present work examines the effects of coordinate coupling 
due to the geometry of the pole arrangement and the uneven 
flux distribution that results from nonconstant gaps when the 
shaft is displaced from the bearing center. These coupling forces 
arise even in the nonrotating case. In this work, the effects of 
eddy currents and other transient phenomena are neglected. 

System Model 
Consider the active magnetic bearing shown schematically 

in Fig. 1. Each magnet pair is independently subject to linear 
flux control, but the forces from the actuator include coordinate 
coupling. Experimental measurements were used to determine 
the relationship between principal and normal forces. Details 
of the form of this coupling can be found in Knight et al. 
(1993), together with the derivation of the equations of motion. 
In summary, it was found that the ratio of the attractive, on-
axis force between each magnet and the shaft to the normal, 
off-axis force was proportional to the shaft displacement in the 
off-axis direction. For magnet 1, for instance, 

F, = axFy (1) 

The principal force is modeled using one-dimensional mag-
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Unit, Westinghouse Corp., Orlando, FL. 
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The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute March 17,1994. Paper No. 94-GT-341. Associate Technical 
Editor: E. M. Greitzer. 

netic circuit theory. Applying independent-axis control of flux, 
making the flux in each magnet equal to a steady bias flux plus 
a control flux 

Bt — Bb + Bifi (2) 

where the control flux is of equal magnitude but opposite sign 
in opposing magnets, i.e., 

Bi,c — —B3c 

and is proportional to shaft displacement 

Bu = -ky 

(3) 

(4) 

The components of dimensionless force from all magnets acting 
together can be derived as 

Fx = Kx --x(l + K2y2) 

Fy = Ky •y( l + K2x2) 

(5a) 

(5b) 

for the case of symmetric geometry and control, with no gravity 
loading. 

It is important to note that in the absence of geometric cou
pling of x and y forces, this system would be entirely linear. 
The actual forces available from a magnet arrangement will 
contain additional nonlinearities, but these are neglected in the 
present analysis. Note also that an increase in the proportional 
gain does not diminish the magnitude of the coupling, but in
creases it. 

These forces can be obtained from a potential energy func
tion: 

V = (X2 + Y2) - - K2X2Y2 (6) 
4 

where the terms are given in the nomenclature section. A useful 
analogy is to consider the free behavior of the shaft akin to the 
motion of a small ball rolling on this potential energy surface 
as shown in Fig. 2. Three different values of the coupling param
eter are used. Due to the coupling (the last term in Eq. (6)) 
these are not surfaces of revolution and it is precisely this appar
ently subtle feature that underlies much of the nonlinear behav
ior to be described later. If coupling and deflections are rela-
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gap 

Fig. 1 Geometry of active magnetic bearing and shaft 

tively strong then Fig. 2(c) indicates the possibility of trajecto
ries "escaping" from the region locally surrounding the stable 
equilibrium (rest position). Although this "unstable in the 
large" type of behavior is less likely to occur for practical 
values of the system parameters (the shaft may hit the magnets), 
the potentially catastrophic nature of this event is given due 
consideration. 

Derivative feedback control is also introduced and the subse
quent actuator forces can be added to an unbalance forcing 
function, which finally results in dimensionless equations of 
motion of the form: 

x" = - - (KX + rx' ~-x(i + K2Y2 

K\ 2 

+ 2KTYY' + T2Y'2))+ EQ.2 cos 07 (7) 

Y" = - - [KY +TY' - - Y(l + K2X2 

K\ 2 

where again the terms are given in the nomenclature section. 
The primes indicate differentiation with respect to dimen
sionless time T. These equations may be integrated in time after 
assigning values to the system parameters K, T, A and E, along 
with appropriate initial conditions for the state variables X, Y, 
X', and J". It should be noted that the forms of the forcing 
function in the final terms of Eqs. (7) and (8) also constitute 
initial conditions, in the form of an assumed phase angle for 

(a) 

A = 0.1 

(b) 

A = 0.2 

+ 2KTXX' + T2X'2) + EQ2 sin fir (8) 2} 
(c) 

Fig. 2 Potential energy wells for different degrees of coupling A: 0.1, 
0.2, 0.5 {K = 5.0) 

Nomenclature 

A = coupling parameter 
B = flux, T 

C, D, G, H = constants in the harmonic 
balance solution 

E = eccentricity 

F - force, N 
K = stiffness (proportional feedback) 
k = dimensional proportional feedback, 

T/m 
V = potential energy 

x, y = dimensional position, m 
X, Y = nondimensional position 

a = force proportionality constant, 
1/m 

r = damping (derivative feedback) 
Q = forcing frequency 
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the forcing function at T = 0. Initially, steady-state oscillations 
will be considered using both numerical simulation and approxi
mate analytical techniques. This will be followed by a transient 
study focussing attention on initial behavior starting from the 
rest state. The catastrophic "escape" scenario corresponding 
to Fig. 2(c) with forcing is described including the development 
of a potentially useful approximate criterion for restricting the 
forces to avoid this possibility (Walsh, 1993). 

Steady-State Response 
Two methods are used to examine the response of the system 

to unbalance forcing: numerical integration from arbitrary ini
tial conditions using a fourth-order Runge-Kutta algorithm; 
and approximate calculation of steady-state solutions by the 
harmonic balance method. In the former approach a sufficiently 
large number of transient cycles are allowed to decay before 
recording the magnitude of the steady-state response. These 
solutions may be considered exact, and a variety of sophisticated 
algorithms and fast computers have shifted much research inter
est toward numerical simulation. However, the data generated 
by such an approach are often cumbersome and difficult to 
interpret. In the latter approach the assumed solution is har
monic and hence only steady-state information can be obtained. 
The solutions are approximate (a series solution is truncated) 
but it is still useful to obtain a functional form for the solution 
that captures the essential response dependence on system pa
rameters. Clearly it is useful to combine and compare these two 
approaches, and this is the path followed by the present paper. 

Numerical Simulation. The effects of four parameters are 
examined: K, Y, A, and E. The proportional control coefficient 
K determines how rapidly the flux, and thereby the force, from 
a magnet is reduced as the shaft approaches that magnet. A 
value of K = 1 would cause the flux to be reduced to zero at 
contact (not counting the contribution from the derivative con
trol coefficient T). Larger values of K would correspond to 
"stiffer" bearings. Because of the form of non-dimensionaliza-
tion of Eqs. (7) and (8), however, an increase in K while 
holding r constant causes a decrease in the effective dissipation 
coefficient, by virtue of a change in the natural frequency. This 
must be considered when interpreting the results of parametric 
studies, since a straightforward increase in the dimensional 
quantity k (1/m) would not affect the dissipation (derivative 
control) coefficient. The fact that K cannot be eliminated from 
the equations of motion is a result of the essential nature of 
nonlinear systems. 

The measurements of Knight et al. (1992) indicate that 0.15 
is a reasonable value for the coordinate coupling coefficient A. 
These measurements were made using an actuator geometry 
similar in size and clearance to those in present use in magnetic 
bearings. In the calculations below, A is varied from 0.05 to 
0.25. The values of T were chosen to provide dissipation of the 
same order as in a linear system having damping ratios between 
0.1 and 0.3. 

Figure 3 shows the effect of increasing the coefficient K from 
1.0 in part (a) to 3.0 in part (b) to 5.0 in part (c) . As noted 
above, increasing K alone results in a smaller value of the 
derivative control coefficient. With this in mind, Fig. 3 indicates 
an important feature of the system: For some combinations of 
parameters, the response exhibits a split, with the motion on 
one axis having a much higher amplitude than that on the other 
axis. Associated with this split is a sudden jump in one of the 
amplitudes as the frequency is increased. In fact, one of the 
solutions of Fig. 3(c) extends beyond an eccentricity of 1.0, 
which in the physical case would result in solid contact. At 
some frequencies near the natural frequency, however, two solu
tions exist that are both within the physical bounds of the sys
tem. Furthermore, the solutions are dependent on the initial 
conditions. For the case shown, the integration begins with 
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Fig. 3 Effect of variation in dimensionless proportional control coeffi
cient K: 1.0, 3.0, 5.0 {A = 0.15, T = 0.4) 

both shaft position and velocity equal to zero. The numerical 
integration proceeds until all transients have decayed and the 
peak amplitudes in the two directions are sampled. The forcing 
function, the final terms in Eqs. (7) and (8), also imposes an 
implicit initial condition by virtue of its assumed phase. In fact, 
the cosine portion of the forcing function begins with a step 
imposition of force at time / = 0, although all transients associ
ated with this discontinuity have decayed before the amplitudes 
are sampled. Practically, loading of this sort might result from 
blade loss in a turbomachine. If, however, the cosine and sine 
parts of the force are exchanged, the solutions for X and Y are 
also found to have exchanged places. This dependence on phase 
or initial conditions is a characteristic of nonlinear systems. 

Figure 4(a) shows a typical time series of the X and Y 
displacements in the region where the symmetry of the response 
is broken. It is interesting to note that a linear response based 
on a paraboloid potential energy surface would have resulted 
in a phase lag of 7r/2 between the two responses, as well as 
equal amplitudes. This effect is seen more clearly in Fig. 4(b) 
where X and Y are plotted against each other, the phase projec
tion of Fig. 4(c) . 

The effect of the coupling parameter can also be examined. 
Figure 5 illustrates the effect of increasing the value of A, while 
K is held constant at 0.3. The values of all parameters except 
A are equal to those of the case shown in Fig. 3(b). As A is 
increased beyond a threshold value, between 0.15 and 0.25, 
multiple solutions appear near the natural frequency. In this 
set of plots, the natural frequency is a constant, making this 
parametric variation somewhat easier to interpret than the previ
ous one. 
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Fig. 4 Typical time series and phase projections of the coupled oscilla
tion {K = 5.0, A = 0.15, T = 0.4, E = 0.1, U = 0.9925) 

Reduction of the derivative control coefficient T can also 
bring about a situation with multiple solutions, as shown in Fig. 
6, as can an increase of the unbalance eccentricity, not shown. 
The important practical implication of this type of loss of stabil
ity is that it may cause a sudden, discontinuous jump in the 
response. 

Thus, the bifurcation seems mostly to be an amplitude-driven 
phenomenon, such that when a critical amplitude is exceeded, 
the solutions split. In all cases, the split is initial-condition-
dependent. In some cases the split is followed by instability. 

Solution by Harmonic Balance. The other approach to 
examining the steady-state response of a nonlinear system 
adopted in the present study is the harmonic balance method, 
which is approximate but analytical rather than numerical (Jor
dan and Smith, 1987; Virgin, 1988). It has the advantage that 
both stable and unstable solutions can be located, whereas nu
merical integration can locate only stable solutions. 

The method consists of assuming steady solutions of the form 

X = C cos fir + D sin fir 

Y = G cos fiT + H sin fiT 

where C,D,G, and H are to be determined. Equations (9) and 
(10) are differentiated and substituted into the equations of 
motion. The resulting powers of trigonometric functions are 
expanded using trig identities, after which the harmonics higher 
than 1 are neglected. Because the truncation of higher harmonics 
is not performed until after the powers of trig functions are 
expanded, the solution retains its nonlinear character, although 
the equations have been approximated. The resulting four alge
braic equations for the constants C, D, G, and H are coupled 
and highly nonlinear and must themselves be solved by a numer
ical Newton-Raphson iteration. When the constants are found, 
the steady amplitudes can be calculated readily. 

Figure 7 shows the amplitudes obtained by harmonic balance 
for the case corresponding to Fig. 6 ( A ) . These results indicate 
that in the neighborhood of the natural frequency, four solutions 
actually exist; two are identical. Two of the solutions are appar
ently unstable, but the harmonic balance method does not yield 
stability characteristics. Based on the results of numerical inte
gration, however, it appears that the solutions corresponding to 

equal amplitudes for X and Y are unstable when they lie between 
the unequal solutions. Thus the jump in one of the amplitudes 
stems from a change in that solution's stability. Where the 
equal-amplitude solutions lie below the unequal solutions, they 
are the stable ones. The unequal solutions are believed to exist at 
all frequencies, but are difficult to locate by Newton-Raphson 
beyond the range that is shown. 

The close correspondence between the numerical and analyti
cal results supports the validity of both methods. Neither method 
alone is sufficient for a complete understanding, however, be
cause the numerical solutions are dependent on initial condi
tions, and the analytical solutions provide no information on 
stability. Stability analyses based on Floquet theory and numeri
cal path-following techniques will form the basis of future re
search. 

Transient Response 

In a typical linear dynamic system the natural period is a 
constant and steady-state amplitudes are independent of initial 
conditions, i.e., the response is unique. This is not necessarily 
the case for nonlinear systems, and Knight et al. (1993) have 
shown that for the system under consideration the natural period 
of the coupled, unforced, undamped system is a function of 
amplitude and interesting precession behavior is observed. For 
the forced nonlinear system the initial conditions determine 
which steady-state solution is picked up. Furthermore, in chaotic 
systems, this sensitivity to initial conditions is extreme with 
adjacent trajectories diverging exponentially (Jordan and Smith, 
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Fig. 5 Effect of variation in the coupling A: 0.05, 0.15, 0.25 (T = 0.4, 
K = 3.0) 
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Fig. 6 Effect of variation in derivative control coefficient V: 0.2, 0.4, 0.6 
(K = 3.0, A = 0.15) 

1987) even though the system is deterministic and the response 
bounded. 

An interesting feature of this system is found for the forced 
case corresponding to Fig. 2(c) . Suppose the system is started 
from rest. Applying the periodic force will result in transient 
behavior followed by one of two general outcomes. First, the 
system may settle into some kind of steady-state behavior, re
sulting in an oscillation of the form shown in Figs. 3-7 . How
ever, a second and more dramatic possibility occurs when the 
forcing is sufficiently large to cause' 'escape'' from the potential 
energy well, i.e., enough energy is present in the system for 
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Fig. 7 Multiple coexisting solutions obtained using the harmonic bal
ance method {K = 3.0, A = 0.15, r = 0.2) 

Fig. 8 Escape eccentricity versus escape frequency ratio [K = 3.0, A 
0.15, r = 0.2, £ = 0.1); the lower figure is an enlargement 

the schematic ball to traverse the hilltop that surrounds the 
equilibrium point: The stiffness becomes negative. In a nonlin
ear system such as this the question of what constitutes ' 'large'' 
forcing is not as simple as it appears. Clearly, the greater the 
forcing magnitude (eccentricity E) the greater the response, 
and proximity to the resonant frequency is also likely to cause 
magnified response. The essentially nonlinear phenomenon of 
escape is captured by mapping the combinations of forcing 
parameters which lead to escape. This is shown in Fig. 8 for a 
grid of approximately 40,000 simulations. The initial conditions 
are zero displacement and velocity in both directions. The black 
areas indicate that starting from rest the solution escaped (to 
infinity) within 4 forcing cycles and the grey corresponds to 
escape between 4 and 100 cycles. The unshaded regions are 
those forcing parameter combinations that lead to steady-state 
behavior. The general dependence of escape on the forcing 
parameters is as expected; however, the boundaries between 
escape and no escape are fractal in nature, revealing self-similar 
behavior on finer and finer length scales (Walsh, 1993). A close 
up view of the resonance region is shown in Fig. 8(b). 

An Approximate Criterion. It is tempting to try to estab
lish a criterion such that escape is avoided. This type of behavior 
has been encountered in other physical systems with a softening 
spring nonlinearity and the following approach delineates re
gions of the forcing parameters as safe or unsafe according to 
an ad hoc analytical criterion, which can then be compared 
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directly to the escape boundaries obtained using numerical sim
ulation. 

Returning to the approximate analytical solutions obtained 
using the harmonic balance method, it is relatively easy to recast 
the equations so that given a limiting displacement the combina
tion of forcing parameters required to achieve this response can 
be identified, and plotting these boundaries in the parameter 
space the safe (below the boundary) and unsafe (above the 
boundary) regions can be obtained. This is shown in Fig. 9(a) 
where K = 3, Xmm = 0.4, A = 0.15, and r is varied as indicated. 
Figures 9(b-d) show similar plots where a different parameter 
has been varied while the others are kept fixed. In all cases the 
effects of the parameters on the escape characteristics are more 
or less as expected. Although these results are based on steady-
state oscillation, by adjusting the maximum allowable displace
ment it is possible to ensure that the boundaries are below the 
exact transient results of Fig. 8. As expected the proximity to 
resonance has the greatest influence on the likelihood of escape. 
Similar approaches have also been developed based on limiting 
the maximum velocity or total energy of the response and vari
ous safety factors have been incorporated (Virgin, 1989; Virgin 
etal., 1992). 

Conclusions 
Equations of motion and limited parametric studies are pre

sented for the case of a magnetic bearing subject to flux control, 
with geometric coordinate coupling. There are two effects of 
the coupling parameter on the system potential energy: a reduc
tion of the principal stiffness, and introduction of a nonlinear 
normal stiffness. 

The equations of motion are nonlinear and exhibit behavior 
that is distinctly different from that of linear systems. In forced 
response (rotating unbalance), the amplitudes of the system 
show bifurcations that are the result of changes in stability of 
multiple coexisting solutions. The stability seems mostly to be 
amplitude dependent, and the "critical" amplitude is a function 
of several parameters: K, T, E, and A. Under certain circum
stances the system may lose all stability resulting in escape. An 
approximate criterion to avoid this possibility is introduced. 

The practical consequences of the results presented here are 
significant to the design of magnetic bearing actuators and con
trollers. The bifurcations and the associated tendency to escape, 
which appear to be primarily amplitude-driven phenomena, are 
predicted to begin within the clearance of the auxiliary bearings 
typical of present magnetic bearing systems. The possible inter
action of coordinate coupling with the additional nonlinearity 
involved in accidental contact with the auxiliary bearings is 
beyond the scope of the present work, but should be pursued 
further. The discontinuities are especially likely to cause diffi
culty when there is a sudden change in parameters, which could 
result from large unbalance due to blade loss or other failure, 
a sudden amplitude shift due to base motion or step changes in 
bearing force associated with temporary control interruption. It 
is likely that most of these effects could be removed or compen
sated for if the control of axes were coupled appropriately. To 
the authors' knowledge, this is not being done in practice be
cause it requires more complex control algorithms and/or addi
tional circuitry. Because the nonlinear effects explored here all 
arise from the geometric coupling in the bearing actuator, the 
design of the actuator is of extreme importance. The indepen
dent horseshoe design used in this paper is one of two widely 
used geometries, the other consisting of a series of pole pairs 
extending inward from a continuous backing ring. The second 
geometry may be found to be preferable, but additional mea
surements are needed to determine the level of coupling to be 
expected there. It should not be assumed to be smaller without 
further study. 

In the long term, successful implementation of magnetic bear
ings where large eccentricities may be encountered will depend 
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Fig. 9 Loci of the lowest eccentricity that causes a specified displace
ment for a given forcing ratio. Results based on harmonic balance. Base 
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variation of A, (c) variation of X m M , (d) variation of K. 
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on a deeper understanding of the nonlinear characteristics of 
the combined rotor-actuator-control system. 
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Experimental Analysis of Journal 
Bearings 
This study presents a comprehensive technique, which could be applied to almost 
any rotating equipment to identify and diagnose journal bearing problems that relate 
to metal-to-metal bearing surface contact. Orbital measurements that describe bear
ing parameters in different modes of operation were experimentally obtained and 
analyzed. Such parameters may include: attitude angle, minimum oil film thickness, 
and the possibility of metal-to-metal rubbing occurrence. The general outline of the 
presented experimental technique was substantiated using the Raimondi-Boyd well-
documented design charts and good correlation between experimental and analytical 
results was obtained. 

Introduction 
The design of journal bearings is of considerable importance 

to the development of rotating machinery such as compressors, 
pumps, turbines, internal-combustion engines, motors, and gen
erators. In its most basic form a journal bearing consists of a 
rotatable shaft (the journal) contained within a close-fitting 
cylindrical sleeve (the bearing). The journal and bearing sur
faces are separated by a film of lubricant that is supplied to the 
clearance space between the surfaces in order to: permit assem
bly of the journal and bearing, provide space for the lubricant, 
accommodate unavoidable thermal expansions, and tolerate any 
shaft misalignment or deflection. 

The fundamental purpose of a journal bearing is to provide 
radial support to a rotating shaft. Under load, the centers of the 
journal and the bearing are not coincident but are separated by 
a distance called the eccentricity. This eccentric arrangement 
establishes a converging-wedge geometry, which, in conjunc
tion with the relative motion of the journal and the bearing, 
permits a pressure to be developed by viscous effects within 
the thin film of lubricant and thus produces a load-carrying 
capability. However, if the load is too large or the shaft rotation 
too slow, the wedgelike geometry will not form and metal-to-
metal contact can occur. 

In practical bearing design, a trial and error procedure is 
always required [1,2]. The bearing design is usually done first, 
on the basis of what is reasonably practical according to bearing 
theory, then it is decided whether or not the bearing will carry 
the required load at the specified speed [3], For these reasons, 
an experimental analysis technique is usually required to verify 
the design and diagnose its problems. 

This study presents a step-by-step procedure, which utilizes 
a dual-channel Fast Fourier Transform (FFT) analyzer in con
junction with an electronic filtering system and two noncon-
tacting probes, to measure shaft orbit in different modes of 
operation and hereby identify bearing characteristics. This will 
facilitate the diagnosis of any existing bearing and/or the im
provement of the bearing design. 

The measuring system was powered by + and -12 V DC 
(±0.5 V DC) at 70 mA [4]. The output from each probe was 
connected to the dual-channel FFT analyzer. The setup is also 
provided with an electronic filter to filter out the AC vibration 
signals when required. 

Testing Precautions 
In order to obtain reliable and accurate results, the following 

precautions were imposed: 

1 The probes were mounted on a rigid bracket that exhibits 
no resonance in the excitation range of operation. 

2 As stated in [4], the gap between each probe and the shaft 
was fixed at 1.27 mm in order to insure linearity. 

3 The probes were calibrated to provide linear output (con
stant sensitivity with position) in accordance with the manu
facturer's procedure. The probes output voltage were set to 
zero while the shaft was in the stand still position. 

4 Each channel of the FFT analyzer was calibrated in the time 
domain to give direct displacement reading. 

Definitions 
For the purposes of accuracy and clarity, the terms used in 

the analysis procedure are defined below. The first four terms 
are uniquely applicable to this paper while the other two are 
general and well-known terms [5]. 

Eccentricity Circle 
The eccentricity circle is defined by the locus of the shaft 

center around the bearing center while the shaft is making a 
pure rolling on the bearing surface. Figure 2 shows how this 
circle is generated. 

Steady-State Shaft Position 
The steady-state shaft position is the average position of the 

shaft center after the hydrodynamic film has been established 
and the shaft vibrations have been filtered out. 

Test Setup 
As shown in Fig. 1, the Kaman Multi-Vit (Multi-Purpose 

Variable Impedance Transducer) measuring system, model KD-
2300-2S, was used due to its linear transfer characteristic and its 
wide frequency range. The system's noncontacting eddy current 
probes were installed 90 deg apart to monitor shaft vibration. 

Contributed by the International Gas Turbine Institute and presented at ASME 
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Fig. 2 Generation of eccentricity circle 

Orbital Cycle 
This is the part of the probe signal, in the time domain, that 

repeats itself periodically and defines one complete orbit. 

Rubbing Parameter (R) 
This is the minimum oil film thickness when the shaft center 

deviates from the steady-state position due to any external forc
ing function. A zero rubbing parameter will indicate metal-to-
metal contact. 

Attitude Angle (* ) 
The attitude angle is the angle included between the direction 

of the steady-state load W through the center of the bearing and 
the line connecting the geometric center of the bearing and the 
center of the shaft; see Fig. 3. 

Minimum Oil Film Thickness (h0) 
This is the thickness of the oil film measured at the bearing 

attitude line when the shaft center is in its steady-state position; 
Fig. 3. 

Determination of the Shaft Orbit 
The shaft orbit describes the path of the shaft center inside 

the diameter of the eccentricity circle for one complete orbital 
cycle. In the time domain, the FFT analyzer was used to display 
the vibration signals from the two probes, in order to determine 
the orbital cycle of the bearing. As an example, see Fig. 4, for 
shaft speed = 1 5 revolutions per second the measured orbital 
cycle omit was found to be 0.13 second or equivalent to two 
shaft revolutions for this specific setting. The time window 
was then set at 0.2 second so that at least one orbital cycle is 
displayed. 

The analyzer channels were then calibrated, using a sensitiv
ity of 10 mV/0.0254 mm, to convert the voltage amplitude to 

Fig. 3 Attitude angle and minimum oil film thickness 

displacement units. Figure 5 shows the measured signals. The 
analyzer was then switched to the Nyquist mode to produce the 
actual shaft orbits for different modes. Figure 5 shows these 
orbits. Using an interactive digital plotter while the analyzer 
was AC coupled, the shaft orbit was plotted around the origin 
of the graph. The analyzer was then DC coupled and the shaft 
orbit was plotted on the same graph. Using the electronic filter, 
the steady-state shaft position, DC shift, was then determined 
by filtering out the shaft vibration. This was also plotted on the 
graph and is represented by point ".v." 

Shaft Center Determination 
With the bearing journal remaining static under the gravita

tion load, the oil will squeeze itself out from the portion of the 
bearing under the load [6] , and there will be direct metal-to-
metal contact over an area around point "A," shown in Fig. 6. 
The probe output DC signals at this condition represent the 
origin of the graph shown in Fig. 5, which in turn represents 
the center of the static shaft. 

After the bearing is set in motion, and due to the hydrody-
namic pressure generated by shaft rotation, stability will be 
achieved by the shaft moving over to its steady state position 
(point " s " ) . This position represents the DC shift obtained 
when the shaft vibration, AC signal, is filtered out. As indicated, 
Fig. 3 shows the shaft in its steady-state position. 

Finding the bearing center will be the last step needed to 
determine the bearing parameters and/or characteristics. This 
is described in the following paragraphs. 

Bearing Center Determination 
Physically, the bearing center lies on the bearing centerline 

Y - Y (shown in Fig. 6) , which is located exactly midway be-

N o m e n c l a t u r e 

B = bearing diameter 
c = bearing diametral clearance 
d = eccentricity circle diameter 
h„ = minimum oil film thickness 
/ = journal diameter 
L = bearing effective length 

N = journal rotational speed in revolu
tions per second 

P = load per unit of projected bearing 
area = W/JL 

R = rubbing parameter 

* = steady-state shaft position 
S = Sommerfeld number 

W = applied external load 
H = absolute viscosity of lubricating oil 
ip = bearing attitude angle 

590 / Vol. 117, JULY 1995 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.102. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



25|im PER DIV. 

ORBITAL CYCLE 

ORBITAL CYCLE 

0.2 

Fig. 4 Probe vibration signals 

tween the two probes. Accordingly, this line can be represented 
by a line drawn diagonally from the origin of the graph shown 
in Fig. 5 midway between the two axes A and B. The center 
of the bearing will be the center of the eccentric circle whose 
circumference passes through the origin of the graph. This rep
resentation is shown in Fig. 5. 

Bearing Parameters 
To determine the bearing parameters from the measured or

bits, the following steps were followed: 

1 The actual eccentricity circle was first drawn on the orbital 
graph. The diameter of the eccentricity circle was calculated 
as follows: 

d = B - J (1) 
where 

d = eccentricity circle diameter of the actual bearing di
ametral clearance (c) 

B = measured bearing diameter 
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Fig. 6 Standstill shaft 

J = measured journal diameter 
2 The bearing attitude angle (i/<) was determined by joining 

the bearing center and the shaft steady-state position. 
3 The minimum film thickness (h0) was then measured radi

ally from point " s " to the circumstance of the eccentricity 
circle. 

4 The rubbing parameter (/?) was also measured radially from 
point "M" to the circumference of the eccentricity circle. 

Test Results and Procedure Substantiation 
The bearing used for this study has a journal diameter of J 

— 45 mm, an effective length L = 35 mm, and a diametral 
clearance of 0.254 mm. This results in a slendemess ratio of 
LIJ = 35/45 = 0.78. The oil used for all the experiments 

Analytical Results 

Fig. 5 Shaft orbits 
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Fig. 7 Correlation between experimental and analytical results 
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is the multigrade oil 20 W 50 whose viscosity-temperature 
relationship is given in [5]. The rotational speed of the bearing 
as well as the applied load were varied either simultaneously 
or individually and accordingly the attitude angle if/ and the 
minimum oil film thickness ha were obtained as demonstrated 
in Fig. 5. On the other hand, the temperatures of the lubricating 
oil as it enters and leaves the bearing were monitored during 
testing. The oil viscosity /x was determined at the average of 
these temperatures using the viscosity-temperature relation
ships given in [5]. The results were presented using the dimen-
sionless bearing-characteristic number, known as Sommerfeld 
number. This quantity is defined by the equation: 

S = 
fxN 
P 

(2) 

where all terms given in Eq. (2) are defined in the nomenclature. 

Moreover, the Raimondi-Boyd charts obtained in the 1950s 
[7] represent a comprehensive solution to the Reynolds hydro-
dynamic lubrication equation. The charts are so complete that 
later on [8] and even today, they are the best approach to use 
in the analysis and design of full-film journal bearings. In this 
study, two of these charts are reconstructed based upon the 
work presented in [5] and [9] and are shown in Figs. 7 and 8 
by solid lines at slenderness ratio = 0.78 to represent the bearing 
under consideration. The applied load and journal speed were 
monitored during testing and the Sommerfeld number was 
found to vary over a range from 0.02 to 0.26. The experimental 
results are shown on Figs. 7 and 8 for comparison with the 
analytical results. As indicated, the correlation between the ana
lytical results obtained from the criteria given in [5, 9] and the 
results obtained using the procedure outlined in this study is 
very good (correlation factor = 0.92). This gives support to 
the procedure as a useful tool for use to examine and diagnose 
journal bearings. 

Furthermore, analyzing the probe's vibration signals in the 
frequency domain can further identify the reasons due to which 
unsatisfactory orbital parameters may be obtained. 
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Experimental Identification of 
Linearized Oil Film Coefficients 
of Cylindrical and Tilting 
Pad Bearings 
The dynamic behavior of the rotating machinery supported by the hydrodynamic 
journal bearings is significantly influenced by the dynamic characteristics of the oil 
film. In the present work an efficient identification method is used to identify the 
stiffness and damping coefficients of the tilting pad and cylindrical journal bearings 
of a flexible rotor-bearing system. The method uses FRFs (Frequency Response 
Functions) obtained by the measurements and the finite element method. The accuracy 
and feasibility of the method were tested and demonstrated by theoretical simulation. 
The possible effects of oil-film inertia is also verified by the theoretical simulation. 
The method can be further extended to identify twelve linearized oil-film coefficients. 

Introduction 

The dynamic characteristics of modern turbomachines, gener
ally operating at beyond few critical speeds, have to be predicted 
accurately to avoid the possibility of operating the machine at 
near the critical speeds or the unstable speed range and further 
to identify the sources of vibration of the machine during opera
tion. The finite element modeling of dynamics of rotating ma
chinery is more accurate and reliable compared to transfer ma
trix method (Firoozian and Stanway, 1989). If the machine 
is supported by fluid-film bearings, the dynamic behavior is 
significantly influenced by the stiffness and damping character
istics of the oil film of the bearing, but the exact values of 
stiffness and damping coefficients are not known. The stiffness 
and damping characteristics are greatly dependent on many 
physical and mechanical parameters, such as temperature, load, 
speed, misalignment, etc., of the system. Hence, to simulate the 
dynamic characteristics of the rotor-bearing system, the stiffness 
and damping characteristics of the fluid-film bearings have to 
be identified accurately. 

Several different time-domain and frequency-domain tech
niques have been developed for determining the oil-film bearing 
coefficients. Burrows and Sahinkaya (1982) assessed the rela
tive merits of each method and showed that frequency domain 
techniques were less susceptible to noise. Many works have 
dealt with identification of bearing coefficients and rotor-bear
ing system parameters using impulse, step change in force, and 
synchronous and nonsynchronous excitation techniques. Zhang 
et al. (1992), and Rouvas et al. (1992) have used impact excita
tion to identify the bearing coefficients. Impulse testing may 
lead to underestimation of input forces when applied to a rotat
ing shaft as a result of the generation of friction-related tangen
tial force components (Muszynska et al., 1993) and, further, is 
prone to poor signal-to-noise ratios because of the high crest 
factor. Also the force input phase is important as it may lead 
to over/underestimation of ratio of displacement to force. Dif
ferent methods have been developed (Stanway, 1984; Sahin
kaya and Burrows, 1984; Hong and Lee, 1992) to identify the 
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bearing coefficients from the unbalance response of the system. 
A simulation study carried out by Hong and Lee (1992) shows 
that in the regions, except near the vicinities of the critical 
speeds, the errors of identified values of bearing coefficients 
are significant due to poor signal-to-noise ratio. Muszynska et 
al. (1989a, 1989b, 1993) have applied a sweep frequency rotat
ing force perturbation method to rotating systems for dynamic 
stiffness identification and showed that excellent signal-to-noise 
ratio data can be obtained for identification of the rotor-bearing 
system parameters. In the present work unidirectional sweep 
frequency excitation using an electromagnetic exciter is applied 
to obtain the Frequency Response Functions (FRFs). 

The method of structural joint parameter identification pro
posed by Wang and Liou (1991) has been extended to identify 
the eight linearized oil-film coefficients utilizing the experimen
tal FRFs and the theoretical FRFs obtained by finite element 
modeling. This method has been used to identify the linearized 
oil-film coefficients of tilting pad and cylindrical journal bear
ings. 

Theoretical Formulation 

The equation of motion of a rotor-bearing system can be 
written as 

[M}\ + lC+C„]{a] +[K + Kb]{a} = {F} (1) 

where [M], [C], and [K] are mass, damping, and stiffness 
matrices of the rotor, respectively, [Cb] and [Kb] are damping 
and stiffness matrices, respectively, of the bearings for which 
the dynamic coefficients have to be identified, {F} denotes 
external force vector and {a} represents displacement vector. 
The dynamic stiffness matrix of the rotor-bearing system can 
then be expressed as 

[D,] = ~UJ2[M] + iu[C + Cb] + [K + Kh] = [H.r1 (2) 

where [H,] represents the matrix of FRFs of the rotor-bearing 
system including the bearings for which the dynamic coeffi
cients have to be identifed. [H,] should be determined experi
mentally. The dynamic stiffness matrix of a rotor-bearing sys
tem excluding the bearings for which the dynamic coefficients 
have to be identified can be expressed as 
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[Dr] = -UJ2[M] + iu[C] + [K] = [Hr] (3) 

where [Hr] is the FRFs of the rotor excluding the bearings for 
which the dynamic coefficients have to be identified. [Hr] can 
be obtained using a finite element technique without considering 
the bearings and taking free support conditions in place of them. 

Using Eqs. ( 2 ) and ( 3 ) , one can obtain the following equa
tion: 

[D,] - [Dr] = [ # , ] " ' - [ # , ] " ' = [K„] + iu[C„l ( 4 ) 

Hence, if the FRF matrices [//,] and [Hr] are known, then 
the bearing parameters can be obtained from Eq. ( 4 ) . Note that 
if the values of [H,] and [Hr] are exact, then theoretically one 
can obtain the exact dynamic coefficients of the bearings since 
there is no approximation in the formulation of the Eq. ( 4 ) . To 
overcome the problem of measurement noise, it is necessary to 
consider the possible existence of measurement noise. To avoid 
the inverse operation of the FRF matrix, the following method where A is 
(Wang and Liou, 1991) is applied. From Eq. ( 4 ) one can obtain 
the following: [ h, (h21 

X X burnd,j X X bv^dij ••• X X V , i4y 
j = l 1 = 1 j=\ ; = l J=\ i = \ 

It It II It II It 

X X burfldij X X bvrjidij ••• X X b„,rfld0 
j=\ i = l ; = l i = l y= l i = \ 

X X burj„du X X b2irJ„du "• X X Ki^dy 
y = i I = I j=i I = I y = i / = i 

(6) 

From Eq. (6) one can obtain n X n of equations. It can be 
written in matrix form as follows: 

= [ D ] „ w ( E } , r 

h„ihl2h22 ••• h„2h^hn — /»„„]£ 

(7) 

OII/"II btfw 
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02 | /" |2 bi2fi2 

b2\T\„ b22rln 

b^ru b32rn 

by\T\2 byir\2 

b„ir,„ b„2rjn 

b\„ru 

b\„rn 

0 | | f 2 l 
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bnTto 
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b2\T22 

b,2r2„ • 

b22
r21 

b22r22 

b\\r„„ 
• b2,r„, • 

• b2lr„2 • 

b]nfmt 

' b2„r„ i 

' b2nr„2 

b2nf\n 

b-inrn 

h„ri2 

b2\r2„ 
bi\ft\ 
0.1|/"22 

bnr2n • 

bnf21 

by2l"22 

' b2lr„„ • 
" b3]r„, • 
" b),r„2 • 

• b2„r„„ 

•' b)„r„ i 

" bj„r„2 

bniir\n b„\r2„ b„2f2ii ' bn\r„„ •• h r 
unit' nil 

[ # , ] ( [ # , ] " ' - [Hr]~')[Hr] = [H,]([Kb] + i w [ C * ] ) [ » , ] 

or 

[Hr] - [H,] = [H,]([Kb] + iulcmHr] (5) 

Let [H] = [Hr] - [H,],rij, and b,, be the coefficients of the 
FRF matrices [Hr] and [//,] and c0 and ku be the coefficients 
of the bearing matrices [Kh] and [Cb], respectively, where i,j 
= 1, 2 , . . . , « , then, htJ = rtf_*,y and dy = k,j + iu>Cjj. With these 
notations Eq. ( 5 ) can then be written as 

fcn 
h2l 

h\2 

h22 

h„\ h„2 

h2„ 

and E is 

[d„d2, ••• d„,d>2d2: d 1T2 
Villi In : 

with dtj = ky + iivc/j. 
Note that this equation is formed directly from the elements 

of Eq. ( 6 ) . Equation (7 ) contains the n X n parameters as 
unknowns. Hence, theoretically, this equation can be solved to 
get exact values of linearized dynamic coefficients provided the 
FRFs are exact. The bearings and seals are usually modeled as 
four stiffness and four damping coefficients. Hence, in actual 
practical cases the number of unknowns would be less; one can 
use those equations that have the transfer function between the 
same points as the coefficients. The real and imaginary part of 
the unknown parameter, k + iaic, can be separated and then 
Eq. ( 8 ) can be written as follows: 

{Aj {[D] + iw[D]). 
1 ( C } J 2 ; 

(8) 

N o m e n c l a t u r e 

Cp = machined radial clearance of the 
tilting pad 

C, = radial clearance of the cylindrical 
bearing 

W = steady-state load on the test bearing O = rotative speed 

b = width of the bearing 
c = bearing damping coefficient 
d = diameter of the bearing 
k = bearing stiffness coefficient 

w = perturbation frequency 

Subscripts 

xx = horizontal direction 
vy = vertical direction 
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Equation (8) has In1 unknowns, but has only one set of n2 

simultaneous equations. However, the vector {A} and matrix 
[D] are functions of frequency u and if the FRFs are known at 
m discrete frequencies, W|, u>2, . . . w,„, then for each frequency 
one can have a set of n2 simultaneous equations. To smooth the 
random measurement error the FRFs at more than two frequency 
points can be taken and the least-squares method can be used to 
obtain the unknown dynamic parameters as: 

[C}j 

[OL, 

WU 

[DL 

[OL, 

[DU 

[£>L 

Determine the frequency range of interest, um 

and the frequency resolution Aw. 
Determine the number N and the noise level e„, then 
generate one set of N discrete random values with normal 
distribution to add to the real part of the discrete FRFs 
and another set of N random values to add to the imagi
nary part of the discrete FRFs. Identify the bearing coef
ficients from the noisy FRFs using Eq. (9). 

f(AL,l 
{AU 

. > (9) 

MK 

This equation can be used to find not only the bearing parame
ters but also the full stiffness and damping matrices of the 
system provided the complete FRFs of the system are known. 

Theoretical Simulation 
The identification algorithm presented here can identify the 

bearing coefficients exactly, if the FRFs are free from noise. 
However, measurement noise is unavoidable in practice. Fur
ther, the inertia coefficients of oil film, which are not being 
identified in the present method, may affect the accuracy of the 
identified coefficients. Hence the simulation studies have been 
carried out to know the effect of measurement noise and the 
inertia coefficients of the oil film. 

Effect of Measurement Noise. In this simulation study, a 
random noise with normal distribution (zero mean, variance 
a2) was added to the FRFs to simulate the measurement noise. 
If the Hij(w) denotes the frequency response function between 
the ith and the 7th points of the rotor bearing system, then the 
variances of the random noise a2 and a), for real and imaginary 
parts of the FRFs, are defined as: 

a2. = eUReH,j{u)Lx) and a2 = e?,(ImHy(w)Lx)-

where the subscript max denotes the maximum value in the 
frequency range of interest and e„ represents the noise level. If 
the noise level is given then a set of random numbers can be 
generated by a computer program. 

The simulated system is a rotor supported on two bearings. 
The length of the shaft is 1260 mm and the diameter is 50 mm. 
A disk of 200 mm diameter and 420 mm long is centrally 
mounted on the shaft. The internal viscous loss factor and hys-
teretic loss factor are assumed to have the values 1.0 X 10 ~4 s 
and 0.0, respectively. The stiffness and damping coefficients of 
the left-end bearing, assumed to be isotropic, are 1.75 X 107 

N/m and 3.0 X 105 Ns/m, respectively. The characteristics of 
the right-end bearing are identified using the proposed algo
rithm. The detailed procedures of the simulation are summarized 
here: 

• Find the equation of motion of the rotor-bearing system 
without the bearing for which the dynamic coefficients 
are to be identified using the finite element technique, i.e., 
considering the free-end condition at the right-end bearing 
location. 

• Find the equation of motion of the rotor-bearing system 
including the right-end bearing. 

• Compute the necessary FRF matrices from the equation 
of motion. 

In the present example the number N was set to be 400 and the 
frequency resolution is 0.125 Hz. The noise level of 3 percent is 
considered. The results are shown in Table 1. The identified 
values of coefficients are more or less accurate; the error is less 
than 8 percent. However, the error of the damping coefficients 
may increase if the values are very small compared to the values 
of the stiffness coefficients. This is because of the characteristics 
of the least-square method. In general, the smaller parameter 
may have larger percentage error by using the least-square 
method (Wang and Liou, 1991). 

One can improve the accuracy of the smaller parameters by 
adding the identified values of the larger parameter into the 
equation of motion and repeating the identification algorithm 
to identify the smaller parameters alone. 

Effect of Inertia Coefficients. The hypothetical rotor-bear
ing system taken in the previous simulation study is considered 
in this simulation study also. 10 percent (11.5 kg) of the rotor 
mass is taken as the value of the inertia coefficients of the oil 
film. The simulation procedure is as follows: 

• Find the equation of motion of the rotor-bearing system 
without the bearing for which the dynamic coefficients 
are to be identified using the finite element technique, i.e., 
considering the free-end condition at the right-end bearing 
location. 

• Find the equation of motion of the rotor-bearing system 
including the right-end bearing (with the stiffness, damp
ing, and inertia coefficients). 

• Compute the necessary FRF matrices from the equation 
of motion. 

• Determine the frequency range of interest, wmi„ and w,„ax, 
and the frequency resolution Aw and then determine the 
number N. 

• Identify the bearing coefficients from the FRFs using Eq. 
(9) . 

The results are shown in Table 2. From the result it is clear 
that the proposed method is not affected by the inertia coeffi
cients even if their values are significant. 

Table 1 Effect of measurement noise 

Coefficients Exact Identified Error (%) 

Kxx(N/m) ^ 1.5 10s 1.3815 105 7.9 

Kvv (N/m) 1.5 105 1.4775 105 1.5 

Cxx (Ns/m) 5.0 103 4.7763 103 4.5 

Cyy (Ns/m) 5.0 103 5.1973 103 -3.9 
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Table 2 Effect of inertia coefficients 

Coefficients Exact Identified Error (%) 

KxxtWm) 1.5 106 1.5018 106 .0012 

KwrN/m) 1.5 106 1.5018 106 .0012 

Cxx CNs/m) 5.0 104 5.0030 104 .0006 

Cvv (Ns/m) 5.0 104 5.0030 104 .0006 

Experimental System 

Test Rig. The proposed method is used to identify the dy
namic coefficients of bearings in a rotor-bearing test rig. The 
test rig (Fig. 1) is a single mass flexible rotor supported by a 
self-aligning ball bearing at one end and by the test bearing 
(hydrodynamic tilting pad/cylindrical bearing) at the other end. 
The rotor is coupled to the motor through an electromagnetic 
coupling. Three different bearings have been tested. A brief 
description of the parameters of the test rig is as follows: 

Rotor parameters: 
Shaft length between bearing centers 825 mm; 
Shaft diameter 30 mm; Rotor mass 24.5 kg; 
Bearing parameters of test bearings: Bearing diameter 25 

mm; 

(i) Tilting pad bearing; 4 pads; bid = 0.3; Cp = 54 fxm 
(ii) Tilting pad bearing; 4 pads; bid = 0.4; Cp = 42 /xm 

(iii) 360 deg cylindrical bearing; bid = 1; Cr = 65 ytm 

where Cp is the machined radial clearance of the tilting pad 
bearing and Cr is the radial clearance of the cylindrical bearing. 

Instrumentation 

Exciter and Transducers. A noncontact electromagnetic ex
citer (designed at the University of Kassel) is used for excita-
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Fig. 1 Rotor-bearing test rig (schematic) 

Fig. 2 Frequency spectrum of the perturbation force and the displace
ment response, tilting pad bearing, bid = 0.4, load between pad, speed 
= 2250 rev/min 

tion. The exciter has a built-in calibrated force transducer for 
measuring the excitation force applied to the rotor. The displace
ment responses are measured using eddy current proximity 
probes with proximitor (eddy probe drivers). 

Analyzer. The measured input and output signals are ana
lyzed in a two-channel signal analyzer. The analyzer has 12 
bits A/D converter for each channel, channel phase match of 
±1.5 deg and 800 lines of frequency baseband resolution. The 
frequency range used in the present analysis is 0-100 Hz and 
the corresponding frequency resolution is 0.125 Hz. 

Measurements. The rotor mass is excited by unidirectional 
sine sweep perturbation force using the electromagnetic exciter 
and the displacement response is measured at the test bearing 
(3 mm away from the inside edge of the bearing) to get the 
transfer function (FRF). Typical values of forcing level and 
the associated displacement response level are shown in Fig. 2. 
In Fig. 2 the SPEC A shows the frequency spectrum of the sine 
sweep perturbation force applied to the rotor and SPEC B shows 
the frequency spectrum of the displacement response at the test 
bearing. The excitation force level varies from 0.2 N to 0.5 N in 
the frequency range of 10-60 Hz. In the displacement response 
spectrum the marked peak is the resonance peak of 2.09 /xm 
occurring at 31.000 Hz. The other two peaks occurring at the 
37.5 Hz ( lw) and 75.0 Hz (2OJ, where u> is the rotating fre
quency of the rotor) are due to unbalance and misalignment 
force excitations. The amplitude ranges used in the present anal
ysis are 0.0-4.0 N and 0.0-4.0 /j,m for the excitation force and 
the displacement response, respectively. 

The analyzer directly gives the transfer function (FRF) be
tween the excitation force and the displacement response for 
the chosen locations and the same can be transferred to the 
computer for further analysis/storage. The FRF curve of a typi
cal case is shown in Fig. 3. In the Fig. 3 numerator of EU/EU 
(Engineering Unit/Engineering Unit) refers to the displacement 
unit fim and denominator refers to the force unit N. The dis
placement to force ratio at the resonance frequency of 31.124 
Hz is found to be 4.67 jum/N with the phase angle of -104.0 
deg. From Fig. 3 it is clear that the FRF is more or less accurate 
particularly in the frequency range of 20-40 Hz. FRFs in this 
frequency range only are used for the indentincation of bearing 
coefficients. A typical cross-coupled FRF, i.e., the FRF obtained 
by applying excitation at the rotor mass in the vertical direction 
and measuring the displacement response in the horizontal di-
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Fig. 3 The measured FRFs of the rotor-bearing system, tilting pad bear
ing, bid = 0.4, load on pad, speed = 2500 rev/min 

rection of the bearing or vice versa, is shown in Fig. 4 to 
illustrate the response level and the phase error in the FRF. 

For the case of tilting pad bearings the FRFs are measured 
only in the horizontal direction for excitation in the horizontal 
and vertical directions for excitation in the vertical direction 
because the cross-coupled stiffness and damping coefficients 
are zero (theoretically) for the tilting pad bearings. But in the 
case of a cylindrical bearing the FRFs are measured in both 
directions (vertical and horizontal) for excitation in each direc
tion. Thus two FRFs are measured for tilting pad bearings and 
four FRFs are measured for cylindrical journal bearing. 

Identification. The identification algorithm presented here 
needs FRFs of the rotor-bearing system and also the FRFs of 
the rotor without those bearings for which the coefficients are 
to be identified, i.e., with free-end condition at that bearing 
location. The latter FRFs are difficult to obtain experimentally. 
Hence a finite element technique is used to obtain the equation 
of motion of the rotor considering free-end condition at the 
location of the test bearing in the rotor. The rotor is supported 
by the self-aligning ball bearing. Since the rolling element bear
ing is new the clearance in the bearing may not be sufficient to 
behave nonlinearly. Further, since the stiffness of the ball bear-
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Fig. 5 Identified stiffness and damping coefficients of tilting pad bear
ing, load between pad configuration (No. of pads 4, bid ~ 0.4, C„ = 42.0 
mm) 

ing is higher than the shaft as well as the hydrodynamic bearing, 
the bearing characteristics do not significantly influence either 
the first critical speed or the response of the rotor-bearing sys
tem. In the present analysis the stiffness of the rolling element 
bearing is estimated using the approximate relation given by 
Gargiulo (1980) and the same is added in finite element model 
of the rotor at the appropriate nodal degrees of freedom. The 
bearing dynamic coefficients are identified using Eq. (9). 

Results and Discussion 
The stiffness and damping coefficients are nondimension-

alized as given below: 

00 

& 500 11 00 1 700 2300 2900 3500 41'00 
SPEED (rev/min) 

Fig. 4 The measured cross coupled FRFs of the rotor-bearing system, Fig. 6 Identified stiffness and damping coefficients of tilting pad bear-
cylindrical journal bearing, bid = 1.0, speed = 1500 rev/min ing, load on pad configuration (No. of pads 4, bid = 0.4, C„ = 42.0 /urn) 
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Fig. 7 Identified stiffness and damping coefficients of tilting pad bear
ing, load between pad configuration (No. of pads 4, bid = 0.3, C„ = 54.0 

Kv = (C%)/W; C„ = (C'Qcv)/W with (ij = x, y) 

where W = 124.5 N is the steady-state load on the bearing; C 
= Cr for cylindrical bearings; C = Cp for tilting pad bearings. 

The nondimensional coefficients of stiffness and damping 
versus the speed of the rotor are shown in Figs. 5-8. The 
estimates, with the exception of Cyy of tilting pad bearings of 
bid = 0.4 (Figs. 5 and 6), exhibit less scattering. The estimate 
is scattered because not only the speed of the rotor but also the 
viscosity of the lubricating oil is changing. The scattering of 
the results may also be due to the excitation of both the forward 
and reverse modes simultaneously since the applied perturbation 
does not discriminate on direction of the applied force. The 
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Fig. 8 Identified stiffness and damping coefficients of cylindrical journal 
bearing {bid = 1.0, Cr = 65.0 /urn) 
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Fig. 9 Comparison of FRFs measured and predicted by finite element 
analysis using identified bearing coefficients; tilting pad bearing [bid = 
0.3, load between pad), - — predicted, measured 

results of load between configuration of tilting pad bearings 
show that the bearing is not performing like an isotropic bearing. 
This is due to variations of pad clearance from pad to pad both 
in the assembled and machined clearances and the misalignment 
in the bearing. Further the bearing pedestals are not isotropic. 
The anisotropic behavior of the tilting pad bearings with load 
between pad configuration is also reported in the works of So-
meya (1989). Figure 8 shows stiffness and damping coefficients 
of cylindrical bearing. In this case cross-coupled damping coef
ficients are not shown since they are very small. 

The effectiveness of the identification algorithm is tested by 
demonstrating the ability of the identified model to predict the 
first natural frequency (in bending) and FRFs of the rotor-
bearing system. Figure 9 shows the comparison of FRFs pre
dicted by finite element method using the identified model and 
the FRFs actually measured on the rotor-bearing system. Figures 
10 and 11 show the comparison of natural frequency (in bend
ing) obtained experimentally and predicted by finite element 
method using the identified stiffness and damping coefficients 
of bearings. The comparisons are satisfactory. 

Conclusions 
In the present work an extended method has been utilized 

for the identification of linearized oil-film coefficients of cylin-
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Fig. 10 Comparison of first natural frequency in bending obtained by 
experiment and predicted by finite element analysis using identified bear
ing coefficients, tilting pad bearings (load between pad) 
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Fig. 11 Comparison of first natural frequency in bending obtained by 
experiment and predicted by finite element analysis using identified bear
ing coefficients, tilting pad bearing (load between pad) 

drical and tilting pad journal bearings. This method can also 
be used for the identification of all the stiffness and damping 
coefficients of the system if the complete frequency response 
function of the system is known. 

The effect of inertia coefficients of the oil-film on the identi
fication method is practically nil. This is demonstrated in the 
simulation study. 

The method presented here can be extended to find all twelve 
coefficients of the bearing. 

Linearized oil-film coefficients of a flexible rotor-bearing sys
tem are estimated experimentally. Comparison of FRFs pre
dicted using the finite element method with the measured FRFs 
shows that the identified oil-film coefficients are fairly accurate. 

The number of frequency response functions needed for the 
estimation are only two per bearing for tilting pad bearings and 
four per bearing for cylindrical bearing. 

This method can be easily applied to field cases since it is 
easy to implement for on-line identification and only a few 
measurements are needed at each speed. 
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The Use of Imposed 
Displacements to Determine 
Impact Forces in a Multiple 
Blade Shed Incident 
Experimental data from a multiple blade shed incident are used to determine the 
forces exerted by the blades on a containment ring. A transient, dynamic, finite 
element procedure is used to model the ring during the blade shed. This work focuses 
on the selection of the proper numerical parameters that lead to a stable and accurate 
numerical solution while maintaining physical reality. Examination of the degree of 
implicitness and various measures of damping, as well as incorporation of large 
displacement algorithms, has lead to a simulation that successfully determines the 
forces on the ring. Accurate determination of these forces is necessary for optimal 
design of containment systems. 

Introduction 
Objectives. The long-term objective of this work is to de

velop numerical techniques to accurately model the response 
of containment rings, in aircraft gas turbine engines, to a multi
ple blade shed. This modeling process is extremely complicated 
and requires accurate representation of the ring behavior, both 
geometric and material, as well as a reasonable estimate of 
what loads the blade fragments exert on the ring. Once this is 
accomplished, then various ring designs may be analyzed for 
their effectiveness in containing the blade fragments. 

The work described here addresses a preliminary aspect of 
the overall goals. The immediate objective is to determine the 
loading function exerted by the failed blades on the containment 
ring. Specifically, the objective is to develop a procedure for 
using the finite element method to determine the reaction forces 
when displacements from photographed experiments are im
posed upon the model. When developing this procedure the 
sensitivity of the solution to various numerical and physical 
parameters will be examined. 

This is a vital step in the overall process of analyzing contain
ment ring designs. While the results of this work will only 
indicate the forces exerted by the blades on the ring for a particu
lar engine design and under certain test conditions, an under
standing of these forces is important for the design of future 
containment systems of advanced design and materials. 

Relevance. The development of optimized containment 
systems is crucial in the effort of increasing engine performance 
while reducing fuel consumption and maintaining passenger 
safety. While increasing the bulk of the containment system 
would improve its capability to contain engine fragments, it 
would also increase engine weight, which would hamper fuel 
efficiency goals. Thus, accurate analysis of containment ring 
designs is crucial to ensure adequate safety without incurring 
excessive weight penalties. The objective of this work is to 
develop the capability to model containment system perfor
mance accurately. 

Past Work. A review of the literature on the subject of 
containment quickly shows that the emphasis of research in this 
area has concentrated on the containment of burst disk frag-

Contributed by the International Gas Turbine Institute and presented at the 38th 
International Gas Turbine and Aeroengine Congress and Exposition, Cincinnati, 
Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters March 1, 
1993. Paper No. 93-GT-127. Associate Technical Editor: H. Lukas. 

ments, whereas the research reported here concentrates on blade 
fragment containment. However, Federal Aviation Administra
tion (FAA) regulations for commercial aircraft do not require 
containment of burst disk fragments, whereas containment of 
blade fragments is required. Currently, instead of requiring con
tainment of burst disks, the FAA has stringent requirements on 
disk life and stress levels to prevent failure, and containment 
of disk fragments is being considered for the future (FAA, 
1990). 

Annual reports on the incidents of engine rotor fragment 
containment, issued jointly by the FAA and Naval Air Propul
sion Center (NAPC, 1969), and substantiated by similar reports 
published by the Society of Automotive Engineers (SAE, 
1987), indicate the extent to which blade failures occur in com
mercial aircraft. 

While research literature on the containment of blade frag
ments is scarce, there is a significant amount of literature dealing 
with burst disk fragments. The Naval Air Propulsion Center 
(NAPC) conducted a Rotor Burst Protection Program (RBPP), 
which followed an experimental approach (1969) and then ex
amined the use of woven materials for use in containment rings 
(Salvino et al., 1988), while Hagg and Sankey (1974) devel
oped an analytical technique for evaluating ring integrity during 
a rotor burst. Various computational programs were evaluated 
for their ability to model containment of burst disks as reported 
in a report by the Electric Power Research Institute (EPRI, 
1984). Dewhurst (1991) detailed the various types of failure 
mode for containment rings and noted that during blade shed 
incidents, field and experimental data showed that containment 
rings invariably suffered brittle tensile failure during a noncon-
tained blade failure. The lack of ductility was significant. 
Dewhurst (1991) also outlined a procedure for determining the 
loads of the blades on the ring by imposing experimentally 
determined displacements as a function of time. The procedure 
was simplistic and was encumbered with numerical instabilities. 
As a result, a full solution to the problem was not attainable. 

Approach 

The immediate objective of the work reported here is to 
utilize the finite element method to determine the load exerted 
by the blades on the containment ring during a multiple blade 
shed. The experimental data available describe the deformation 
of the ring as a function of time and so the simplest technique 
would involve imposing the experimentally determined dis-
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placements upon the ring and then determining the reaction 
forces at these points. These reaction forces would then be 
indicative of the forces generated by the blades when impacting 
the ring. However, past experience has shown that use of im
posed displacements can lead to numerically unstable solutions 
even when an unconditionally stable solution algorithm is used. 
To achieve the stated objective, while utilizing the available 
experimental data, requires a thorough examination of the im
posed displacement approach, determination of the proper solu
tion algorithm, and a study of the various parameters, numerical 
and physical, that affect the solution stability and accuracy. 

Relationship Between Numerical Modeling and Physical Be
havior. The basic equation of motion being solved is the dy
namic equation 

V = -A + S)2 

[M]{u} + [C]{u) + [K]{u} = {Fapp(f)l (1) 

The finite element code ANSYS (1989) is used and the tran
sient, nonlinear dynamic solution procedure is implemented. 
The nonlinear equation is solved using the Newton-Raphson 
solution procedure, and the Newmark implicit direct integration 
scheme is used to define the time-dependent parameters. Thus, 

u,+A, = u, + [(1 - 6)ii, + <5ii,+A,]Af (2) 

u(+A, = u, + u,A* + {{{ - r})% + r?fl,+A»] Af2 (3) 

The structural damping matrix [C] may be approximated as a 
combination of the mass and stiffness matrices, or 

[C] = a[M] + 0[K] (4) 

In employing the Newmark methods, the parameters <5 and 
j) were introduced that govern the degree of implicitness, and 
in the approximation of the damping matrix, the terms a and 
0 were introduced, which are indicative of the type of physical 
damping present in the simulation. In addition to these parame
ters, a procedure must be developed for determining an appro
priate time step and concerns of large-scale rotations and de
flections must also be addressed. 

Newmark Parameters (Numerical Damping). Examination 
of Eqs. (2) and (3) shows that the Newmark parameters 6 and 
t] control the implicitness of the solution. The larger these val
ues, the more heavily the velocity and displacement are 
weighted toward the values at the new time. In general, this 
leads to a more stable solution. However, the closer the value 
is weighted toward the average value of the old and new time, 
the more accurate the solution. According to Hughes (1987), 
the discretization of the ring into finite elements introduces 
higher modes, which are not representative of the physical ob
ject and thus, they must be damped out both to achieve numeri
cal stability and to resemble physical reality more closely. A 
value of 6 > \ is necessary to ensure adequate dissipation of 
the higher frequency modes and unconditional stability is ob
tained when, in addition, 

and 

+ 6 + r\ > 0. 

(5) 

(6) 

In the finite element code used here, ANSYS, the two 
weighting parameters, 6 and r], are related to another factor, y, 
which represents dissipation of higher frequency modes intro
duced by numerical discretization. The relationship between 
these constants is given as 

and 

.5 = 0.5(1 + 27) 

Tj = 0.25(1 + y)2 

(7) 

(8) 

Thus, a single value of y is chosen to represent the numerical 
dissipation to damp out high-frequency modes that do not repre
sent physical reality. Examination of these equations shows that 
when y > 0, the requirements for stability and accuracy are 
met. In the modeling work described here, various values of y 
> 0 were used, and the effect on the results was documented. 

Viscous Damping. In addition to the numerical damping 
of the high-frequency modes, the question of physical damping 
must also be addressed. As indicated by Eq. (4), Rayleigh 
damping is used in the solution and the parameters a and ft 
represent the manner in which the damping matrix [C] is ap
proximated as a combination of the mass and stiffness matrices. 
While it is difficult to describe the physical implications of 
these parameters, it can be said in general that as a increases 
in value, the damping is more indicative of rigid body damping 
such as a structure immersed in a viscous fluid; /? represents a 
damping of modes due to internal dissipation and this is more 
indicative of normal structural damping. Alternatively, it could 
be said that the viscous damping is a function of the absolute 
velocities while the structural damping is a function of the 
relative, or strain, velocities within the material. Increasing the 
viscous damping would cause the lower frequencies to be 
damped more and the higher frequencies to be damped less; 
increasing the value of the structural damping would cause the 
opposite to happen. In the problem being modeled here, it must 
be assumed that the viscous damping is relatively trivial and 
the bulk of the damping must be structural. 

It is difficult to determine absolute values for a and (3 and 
instead it is more common to measure damping in terms of 
damping ratios, £,, which relate actual damping to critical 
damping for a particular mode of vibration. Typical damping 
ratios (£,) vary depending upon the material in question and 
the manner in which it is constructed, but a value of 3 -4 percent 
is commonly used for steel-frame type structures; for the model
ing of the containment ring, values in this range will be used. 

In the ANSYS formulation, the constants a and 0 wee related 
to the damping ratio by the following relation: 

N o m e n c l a t u r e 

Finite Element Nomenclature 
[M] = mass matrix 
[C] = damping matrix 
[K] = stiffness matrix 
[S] = stress stiffening matrix 
{u} = displacement 
{u} = velocity 
{u} = acceleration 

{Fapp} = applied forces 

Weighting Parameters 
6,77, y = Newmark parameters 

a, J3 = Rayleigh damping parameters 
£, = damping ratio 

Time Step Parameters 
u>, = natural frequency, rad/s 
fi = natural frequency (cycles/s) 

AT = time step 

N = integration points/cycle 
c,i = speed of sound (dilitational) 
E = Young's modulus 
p = density 

\ , fj, = Lame parameters 

Conservation Terms 
KE = kinetic energy 
SE = strain energy 
n = number of blades 
/ = Impulse 
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Fig. 1 Bulge growth and angular displacement as a function of time 

£,- = a/2u>i + /3u>i/2 

u>i = 2TT/; 

(9) 

(10) 

where w, is a natural frequency of interest to the problem at 
hand. While both damping terms on the right-hand side of Eq. 
(9) are strong functions of frequency, their sum is nearly con
stant over the frequency range where the terms intersect. For a 
given damping ratio (£) and a frequency range (/i to/2), two 
equations can be solved simultaneously for the values of a and 
/?. In the modeling of the containment ring, a modal analysis 
was performed to determine the natural frequencies of the ring, 
which were then used in the determination of the values of a 
and /3. 

Time Step. One of the most critical parameters in the solu
tion of a transient dynamic solution is the choice of the integra
tion time step (AT) and as it is critical, there are a number of 
guidelines to aid in the determination of a time step that allows 
accurate, stable solutions. The criteria considered applicable to 
the current modeling situation include: 

1 Adequate resolution of the loading curve 
2 Resolution of the response frequency 
3 Consideration of wave propagation effects 

Ultimately, the last of these criteria was the principal factor 
in determining the time step for the modeling of the containment 
ring. According to Hughes (1987) the size of the time step is 
defined as 

AT^ 
rv max 

(ID 

where Wh
mm is defined as the maximum element frequency, 

which is defined as 

where 

W L s c / 

d = ( \ + 2fj,)/p 

(12) 

(13) 

and g is governed by the element dimensions. For the quadrilat
eral elements used in this analysis, substitution of Eq. (12) into 
Eq. (11) reduces to 

A T ^ - ^ - s 2c;1 g-»* = o W + A,"2)-'2 (14) 
" max 

Large Deflections With Stress Stiffening. Examination of 
failed containment rings and photos of a containment incident 
show that the ring undergoes large deflection and appears to be 
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subjected to a large internal pressure. Therefore, the experimen
tal data indicate that it is appropriate to include large deflection 
theory in the solution of this problem, and furthermore, as the 
ring is deformed radially, it is strengthened circumferentially, 
and as such, it is appropriate to include stress stiffening in the 
solution procedure. 

Stress stiffening is an effect that causes a stiffness change in 
the element due to internal stress. In the containment ring, stress 
stiffening represents the coupling between the circumferential 
strength and the radial deflections within the structure. As the 
circumferential stress increases, the capacity to carry radial 
loads increases. 

As the containment ring undergoes large deflection, the struc
ture stiffness matrix based on the initial geometry does not 
characterize the deformed structure. Therefore, in modeling this 
containment incident, the large deflection algorithm in ANSYS 
has been used where the stiffness matrix is updated periodically. 
To include large deflection theory with stress stiffening, the 
governing equation is of the form 

([K""] + tS'"'])(u} = {F} + [S^Hi!0} (15) 

where the matrix [S] represents the increase in stiffness due to 
stress stiffening and the "up" superscript indicates that the 
matrices are updated to account for the large deflections. The 
vector ( B ° ) represents the previous displacement solution. 

Imposed Displacements. In addition to numerous field 
data, which allow examination of failed containment rings, a 
containment incident was recreated experimentally, and the re
sulting effects were photographed. Based on the field data and 
the photographs, Dewhurst (1991) has developed a scenario for 
a "typical" multiple blade shed incident. As the blades are 
failing, a bulge forms in the containment ring. As the incident 
progresses, the bulge grows in amplitude and the peak of the 
bulge moves circumferentially in the same direction as the rotor 
spins. 

To model the containment incident, the peak bulge amplitude 
and angular location are measured from the experimental data 
(Fig. 1). A finite element mesh of the ring is constructed (Fig. 
2), and then the measured displacements are imposed on the 
mesh in a time-dependent manner. Zero displacement boundary 
conditions are imposed on the back flange of the ring, while 
near the front edge only the displacement at the peak of the 
bulge is imposed, and then only for one time step. As time 
progresses, the previous boundary condition for the bulge is 
released and the peak displacement is applied at the next 
"downstream" node. For each time step, the reaction force is 
calculated at the point where the bulge displacement boundary 
condition is imposed as this force is indicative of the force 
exerted by the failed blades on the containment ring. A full 
description of this procedure is given by Dewhurst (1991). Due 

Fig. 2 The finite element mesh, 8-noded isoparametric elements 
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3 Reaction force versus time, viscous damping (a) varied, (fi = 0) 

to the limitations of the photography equipment, the displace
ment data gleaned from the experiment cover a period of only 
2.5 ms; it is believed that the entire incident did not last more 
than 3 ms. 

Other Parameters. In addition to the Newmark parame
ters, damping constants, time step size, and the inclusion of 
large deflection with stress stiffening, there are other parameters 
that significantly affect the results, yet have not yet been investi
gated. These include nonlinear, high strain rate material proper
ties, and more advanced techniques for applying the experimen
tal displacements. 

At this point in the analysis, the use of linear material proper
ties was considered an important first step in the overall proce
dure of obtaining an accurate solution. Experimental data 
showed very little plastic elongation of the material, indicating 
the majority of the deflections occurred in the elastic regime. 
While high strain rate material properties would be of interest, 
they were not initially available. Further modeling of this inci
dent would most naturally involve advanced material models 
and properties. 

Results 
A complete analysis of the containment ring during the multi

ple blade shed has been accomplished using the approach out
lined above. Examination of the Newmark parameters, Rayleigh 
damping coefficients, time step size, and effect of large deflec
tion with stress stiffening, has led to a feasible numerical solu
tion that is consistent with physical reality. 

Newmark Parameters. The value of y in Eqs. (7) and (8) 
was manipulated subject to the constraints in Eqs. (5) and (6). 
The unconditional stability motion for the Newmark method is: 

2j] a 8 a (16) 

Several simulations were run, using a simpler mesh than that 
shown in Fig. 2, and y was allowed to range from 0.1 to 0.5. 
Examination of the displacements and reaction forces, as y was 
allowed to vary, showed very little change in these measures 
of performance. Thus, the accuracy and stability of the solution 
was determined to be not sensitive to changes in the Newmark 
parameters, within the specified ranges. For the full-scale solu
tion, a value of y = 0.4 was used. 

Viscous Damping. Examination of the Rayleigh damping 
parameters showed the solution to be extremely sensitive to 
these coefficients. First, an approach was taken in which the 
sensitivities of the results to these parameters was studied. A 
plot of the peak reaction force versus time, for various values 
of a, is shown in Fig. 3. In these plots, the structural damping 
is neglected, 0 = 0, and a is allowed to range from 2500 to 
10,000. Examination of Fig. 3 shows that the rigid body damp
ing does not significantly affect the results, which agrees with 
the physical problem. 

On the other hand, a plot of the peak reaction force versus 
time for various values of structural damping (see Fig. 4) , 
shows a high level of sensitivity. In this plot, /? is allowed to 
vary from 0 to 0.0002, for a constant value of a. Examination 
of Fig. 4 shows that the results are very sensitive to changes in 
the structural damping, which also is consistent with the physi
cal problem. Thus, while the value of a is not too critical, the 
value used for /3 in the analysis of the containment ring must 
be carefully chosen. 

To determine the optimal values of a and /3, a modal analysis 
of the ring was performed. A damping ratio of 4 percent and 
two of the higher natural frequencies, w20 = 3146 rad/s and 
w32 = 6205 rad/s, were used to calculate the Rayleigh damping 
parameters. Substituting these values into Eq. (10) and then 
into Eq. (9) gives 

and 

a = 167 

0 = 8.56 X 10" 

which were the values used in the final analysis. 

Time Step. A properly sized time step is critical to ensure 
that all pertinent behavior is accounted for, without using a step 
size that is so small that the CPU time used in the solution is 
prohibitively expensive. A study was done on the fine mesh to 
determine the effect of changes in the time step. For given 
values of a, f3, and y, a constant time step was used in the 
solution procedure. This was repeated for a number of different 
time step values ranging from 3 /AS up to 25 /xs. A plot of the 
reaction forces as a function of time is given in Fig. 5 for 
various time step sizes. Examination of this figure indicates that 
even the largest step size is sufficiently small to capture all 
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Fig. 4 Reaction force versus time, structural damping (fi) varied 
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Fig. 6 Reaction forces versus time, final set of parameters 

2.5 

pertinent behavior. It should be noted that the reaction forces 
in general are significantly reduced in Fig. 5 and the following 
plots. The results shown in Figs. 3 and 4 are from the coarse 
mesh and were merely used to determine the sensitivity of the 
results to damping parameters. All the following results are from 
the refined mesh and therefore are considered more accurate. 

Substituting in the appropriate values for the quadrilateral 
shell elements into Eq. (17) gives a value of the time step of 
20.3 fj,s. Two simulations were done, one with a time step size 
of 5.7 /J,S, and the other with a time step size of 3 [is; in these 
two simulations there was very little difference in the results 
as shown in Fig. 5. Due to other concerns, an overly conserva
tive value of 3 /̂ s was used in the final analysis. 

Large Deflections With Stress Stiffening. Initial studies 
of the blade shed incident were performed without the use of 
the large deflections and stress stiffening capabilities in ANS YS. 
In these early simulations, the solutions were quite unstable. 
When an imposed displacement boundary condition was re
moved from a node, the displacement at that node tended to 
rebound drastically toward the center of the ring. This type of 
reaction prohibited the simulation of the full blade shed incident 
to be completed. Inclusion of these capabilities has been judged 
to be the most critical factor in obtaining a complete solution 
to the blade shed incident. 

Final Set of Parameters Used and Results. The final set 
of parameter values are listed in Table 1. This solution included 
the large deflection algorithm with stress stiffening, and the 
displacements shown in Fig. 1 were applied over a total of 18 
load steps. The time step was held constant over the entire 

Table 1 Final set of parameters used 

Y Newmark 
Parameter 

0.4 

a Viscous 
Damping 

167 

P Structural 
Damping 

8.56xl0"6 

5 Damping Ratio 4% 
AT Time Step 3.0 usee 

simulation, regardless of the size of the load step. The entire 
simulation required 26 hours of CPU time on an IBM 3090. 

A plot of the reaction forces for this final set of parameters 
is shown in Fig. 6. Examination of this figure indicates that the 
reaction forces generally increase with time as do the displace
ments, which is to be expected. The spike in the reaction forces 
near the middle of the simulation is largely due to the steep 
rise in the amplitude of the bulge as shown in Fig. 1. This 
indicates that a large increase in the forces exerted by the blades 
on the ring (recognized here as reaction forces) is responsible 
for this large rise in ring displacement. 

Throughout this modeling procedure, many approximations 
have been made. As such, it is necessary to investigate the 
accuracy of the results obtained to determine areas of future 
work. First, a momentum balance can be performed where the 
change in momentum of the blades, assuming a final velocity 
of zero, can be compared to the impulse, which is approximated 
as the area under the reaction force versus time curve. In another 
check, the initial kinetic energy of the blades can be compared 
to the strain energy consumed in the deformation of the ring. 

0 0.5 1 1.5 2 

Time (msec) 

Fig. 7 Cumulative strain energy in containment ring 
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Impulse—Momentum Balance. The results will be valid 
only if the impulse, / , is less than the maximum change in 
momentum, or 

/ =s (mu),nax = nm,,rujo (17) 

Examination of Fig. 6 shows that the impulse is on the order 
of 1620 N-s, and substituting in appropriate Values into Eq. 
(17) gives a maximum change in momentum of 1820 N-s. 
Thus, the impulse calculated is within 10 percent of the maxi
mum possible value, demonstrating that the reaction forces cal
culated here may be quite valid. These numbers could be closer 
if the final momentum of the blades were known and the final 
momentum could be subtracted from the right-hand side of 
Eq. (17). 

Kinetic Energy—Strain Energy Balance. The initial ki
netic energy of the blades may be calculated and compared to 
the strain energy calculated in the modeling of the containment 
ring. Again, since the final velocities of the blades are unknown, 
a value of zero will be used, and this number too will serve as 
an upper bound on the strain energy calculated in the simulation. 
The initial kinetic energy of the blades is given by 

KE = n\mh{ru}0f, (18) 

the strain energy is calculated by ANSYS as 

SE = i { u } r [ K ] { u } , (19) 

and the simulation results may be valid as long as 

Spring == (^Eblades)max ( 2 0 ) 

A plot of the cumulative strain energy as a function of time is 
given in Fig. 7. The initial kinetic energy of the blades is calcu
lated to be 469 kN-m while the strain energy calculated by 
ANSYS during the simulation was 55 kN-m. This represents a 
significant difference in contrast to the close agreement in the 
momentum balance. This difference is due, in part, to the kinetic 
energy being a function of the second power of velocity and so 
the residual velocity of the blades, ignored in both balances, is 
more significant in the energy balance. This is not a sufficient 
explanation for the entire discrepancy and further investigation 
is required. It should be noted that this result is quite consistent 
with experimental observation where very little elongation of 
the ring occurred, less than 1 percent overall and no more than 
3 percent at any location. 

Stress Results. While only linear material properties have 
been used for the current simulation, the stresses achieved are 
indicative of those present in the ring. A plot of the effective 
stresses in the ring is shown in Fig. 8. These results are taken 
from near the end of the simulation and would be indicative of 
the stress results in the ring near the time of failure. 

Discussion of Results and Conclusion. The most signifi
cant aspect of the results presented here is that the important 
parameters in the analysis of containment incidents have been 
identified, and a procedure has been presented that allows the 
simulation of these occurrences. Further refinement of this pro
cedure can be a valuable tool in the design and analysis of 
containment systems constructed of traditional or advanced ma
terials. 

The two most important parameters are (1) implementation 
of the large deflection and stress stiffening algorithms and (2) 
the structural damping parameter. Previous results have shown 
that stable solutions are not possible without the large deflection 
and stress stiffening algorithms. The results presented here 
clearly show the sensitivity of the results to the amount of 
structural damping present. The "correct" value of structural 
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Fig. 8 Effective stress contours in the ring near time of failure 

damping was established by use of the damping ratio, but the 
tests conducted here only indicate the sensitivity of the results 
to this value without any indication of whether or not this is 
the best value. 

The stress results do indicate that the containment ring must 
be able to withstand consistent impact forces on the order of 1 
MN. Since experimental data have indicated that it is not the 
direct impact of the blades on the ring that causes failure, but 
that the brittle tensile failures are due to large hoop stresses, it 
would be more critical to look at these stress values. The prelim
inary results achieved here indicate that the effective stresses 
are on the order of 10 GPa. which significantly exceed the 
ultimate strength of the material under static conditions. This 
would indicate that failure had already occurred by this time or 
that further refinement of the solution procedure is required. 

F u t u r e W o r k 

The progress chronicled here represents a significant step in 
the attempt to model the containment incident since a numerical 
procedure has been established that is not only theoretical in 
nature but is based upon experimental data. Two areas of imme
diate study await. First, nonlinear material properties must be 
incorporated and, second, a more advanced analysis code should 
be used. 

While ANSYS has been adequate for modeling this incident, 
the use of DYNA3D (Hallquist, 1983) promises to enhance the 
accuracy of the modeling process further due to its ability to 
model high-speed impact problems, and its capabilities of incor
porating more complex material models. Research into these 
areas will continue to improve the process of modeling contain
ment rings during multiple blade sheds. 
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